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Foreword

Dear Colleagues,
It is my great pleasure to wish you warm welcome to the Second Conference 

entitled “Molecular Bioscience” organized by the Serbian Biochemical Society.
Second Conference of the Serbian Biochemical Society indicate that wish 

from the foreword of the First Conference “that it is beginning of continual work 
for many years to come!” have start to be truth. We have invited Secretary General 
of FEBS to be lecturer and eight from Serbia to present their state of art in the field 
they work as invitation for further co-operation. Their presentations are published 
in Proceedings. I express my gratitude to the members of governing board of Ser-
bian Biochemical Society who suggested lecturers and to all of them who accepted 
invitation.

Editor of the Proceedings
Prof. Mihajlo B.Spasi}

President of the
Serbian Biochemical Society
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The Type 1 Fce Receptor A Double-faced Immunoreceptor 
H. Péterfy1, G. Tóth3 , A. Erdei1,2 and I. Pecht4*

1Department of Immunology and 2Immunology Research Group of the Hungarian Academy 
of Sciences at Eötvös Loránd University, Budapest, Hungary
3Department of Medical Chemistry, University of Szeged, Szeged, Hungary,
*4Department of Immunology, The Weizmann Institute of Science, Rehovot, Israel

Abstract

Peptides with the natural or modified sequences of the complement component C3a, (named 
C3a7 and C3a9) were shown to inhibit the type 1 receptor for IgE (FcεRI) induced degranu-
lation of both mucosal and serosal type mast cells. We have demonstrated that phospho-
rylation of the β-chain of the FcεRI-complex and of Lyn, as well as the Ca2+-response of 
RBL-2H3 cells were all decreased in the presence of these peptides. Investigation of the in-
teraction of C3a9, (the more effective complement-derived peptide) with FcεRI now further 
clarifies its impact on the FcεRI coupling events. We found that the peptide binds to FcεRI 
on the surface of unperturbed RBL-2H3 rat cell-line and remains bound even after its aggre-
gation by antigen as measured by confocal microscopy using Cy3-IgE and Bodipy 650/665-
C3a9. As internalization of FcεRI is one of the events which are known to down-regulate 
mast cell response, we investigated the effect of C3a9 on this process. We found that during 
the time-interval where intracellular signalling steps are initiated (~5 minutes after receptor-
clustering), the peptide significantly enhances the antigen-induced endocytosis of FceRI. 
Moreover, we demonstrate that peptide binding to the FceRI b-chain interrupts the FcεRI-
β-chain association with both src kinases Lyn and Fyn. C3a9 was also found to inhibit the 
phosphorylation of ERK and p38. Although ERK is usually activated via the ras-raf-MEK 
pathway, our results show that C3a9 has no effect on the c-raf phosphorylation. Therefore 
we suggest that the complement-derived peptide inhibits ERK activation via an alternative 
route. Investigating the peptide’s effect on the late phase response of bone marrow-derived 
mast cells we found that C3a9 decreases secretion of the inflammatory cytokines IL-6 and 
TNF-α. Altogether our results suggest that the C3a-derived peptides, inhibit both the imme-
diate and the late phase response of mast cells as a consequence of its interference with the 
earliest steps of FcεRI-stimulus-response coupling.
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Protein digestion, immunopathologies and health 
Tanja ]irkovi} Veli~kovi}*

* Department of Biochemistry, Faculty of Chemistry, University of Belgrade, Belgrade, 
Serbia 
e-mail: tcirkov@chem.bg.ac.rs 

Diet-related diseases such as hypertension, atherosclerosis, diabetis, heart disease, oste-
oporosis, affect millions world-wide. Food digestion may positively affect human health 
via the release of bioactive components in the gut during digestion, but also exerts an in-
fluence on immunopathologies, such as food allergy and intestinal bowel disease. Bioac-
tive molecules, such as peptides, micronutrients, phytochemicals, released by digestion, 
may have an action (positive or negative) on human health. The structure and composi-
tion of food influence the nature of bioactives released in the gut. 
The structure of food depends on and can be modified by the food processing condi-
tions. The evolution of food during digestion can be followed using in vitro digestion 
models and/or in vivo using different animal models or human volunteers. Detection of 
bioactives in the gut and peripheral blood gives further evidence of their resistance to 
digestion and reinforces their potential role on human health.
Controlling the release of bioactive compounds, macro- and micronutrients release, or 
appetite regulating compounds by digestion is of great importance for development of 
new innovative functional foods. 

Health effects related to protein digestion

Bioactive peptides

Hydrolysis of dietary proteins releases free amino acids and peptides that may exert vari-
ous potential bioactivities such as antihypertensive, antimicrobial, immunomodulatory and 
appetite regulation properties1-3. Bioactive peptides derived from milk proteins may play an 
important role in the prevention and treatment of metabolic syndrome and its complications 
via several mechanisms, such as the satiety response, the regulation of insulinemia levels 
and blood pressure, the uptake of free radicals, and alteration of the lipid profile4, 5.

Food allergies

Resistance of protein sequences to digestion is considered to be a major factor in the sen-
sitization phase of food allergy6. Hindrance of gastric digestion by elevation of the gastric 
pH, the therapeutic goal of anti-ulcer medication, was recently shown to trigger food allergy 
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via oral sensitization7. These studies indicate for the first time the important gate-keeping 
function of gastric digestion, both in the sensitization and the effector phases of food allergy. 
Thus, it is a general hypothesis that food allergens must exhibit sufficient gastro-intestinal 
stability to reach the intestinal mucosa where absorption and sensitization can occur. Based 
on this, investigation of the stability of proteins within the gastrointestinal tract provided 
prospective testing for the allergenic potential and one of the parameters used to distinguish 
food allergens from nonallergens. Various in vitro digestion models were developed to as-
sess the stability of food allergens during digestion8, but systematic evaluation of the stabil-
ity of food allergens that are active via the gastrointestinal tract (GIT) is currently tested in 
traditional pepsin digestibility models9. 
Special attention is focused on genetically modified (GM) crops that should be carefully 
tested before entering the market, including a detailed analysis of allergenic risks of novel 
proteins10. The stability of a protein to digestion, as predicted by an in vitro simulated gastric 
fluid assay, is currently used as one element in the risk assessment process9. In this con-
text, in vitro digestibility tests, cell-based assays, IgE-binding tests and analytical methods 
and profiling technology may provide useful information for the allergenicity assessment of 
GMOs. 

Gut microbiota

Bacteria within the colon, the 'gut microbiota', play important functions such as energetic 
metabolism, proliferattion and survival of epithelial cells, and protection against pathogens. 
Chronic alteration of intestinal microbiota homeostasis could promote many diseases, in-
cluding cancer 11. The mechanisms by which bacteria may induce carcinogenesis include 
chronic inflammation, immune evasion, and immune suppression. The microbiota of the 
colon derive their energy from dietary compounds which escape digestion in the stomach 
and small intestine, and endogenous substrates e.g. mucins, secreted by the host. Protein 
reaching the colon is fermented to short-chain fatty acid, branched chain fatty acids such as 
isobutyrate, isovalerate and a range of nitrogenous compounds and ultimately to ammonia. 
Some of these end products may be toxic to the host, e.g. ammonia, certain amines and 
phenolic compounds. Increasing the amount of protein in the diet, even easily digestible 
protein, can increase production of these potentially toxic bacterial metabolites in the colon. 
Excessive protein fermentation, especially in the distal colon, has been linked with disease 
states such as colon cancer and ulcerative colitis. Two major factors govern the amount of 
protein reaching the colon, the total amount of protein in the diet and the digestibility of this 
protein in the upper gut. 
The Maillard reaction occurring between proteins and reducing sugars has been shown to 
be responsible for production of a large variety of structurally diverse xenobiotic metabo-
lites upon heat treatment of foods. Some of these compounds have been shown to possess 
antioxidant activities while others are thought to play a role in colon toxicology, through in-
creased colonic protein fermentation, and some such as the advanced glycation end-product 
(AGE) may also induce inflammation.
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Protein digestion and uptake in the gastrointestinal system

Protein digestion

The process of protein digestion starts with maceration of food in the mouth, continues 
with pepsin digestion in the stomach and ends up with digestion by a mixture of proteolytic 
enzymes of pankreas (trypsin and chymotrypsin). Protein digestion begins in the stomach, 
with the action of the hydrochloric acid that is produced there and pepsin. Several factors 
influence how fast the proteolytic enzymes act on the protein. These factors include the 
concentration of the enzyme; the amount of protein; the acidity of the food and of the stom-
ach; the temperature of the food; time; and the presence of any digestion inhibitors, such as 
antacids. Digestion continues in the upper portion of the small intestine under the action of 
the pancreatic protein enzymes, trypsin and chymotrypsin. The amino acids are absorbed by 
the blood capillaries of the small intestines, carried through the liver, and then go into the 
blood of the general circulation. 
The major protease of human digestive system is pepsin, an aspartic protease having an 
optimum of pH around 2. An increase in pH up to 7 leads to significant decrease in catalytic 
activity of the pepsin, but it can also influence the ionization properties of the substrate, or 
substrat binding pocket of the enzyme itself. Such alterations as a result have changes in 
substrate specificity of pepsin, leading to generation of different sets of peptides originating 
from the substrate. In order to elicit an immune response, a protein needs to be presented to 
the immune system of the mucosa.

Gut-associated lymphoid tissue

The gastrointestinal system plays a central role in immune system homeostasis. Gut-associ-
ated lymphoid tissue (GALT) represents almost 70% of the entire immune system. 
The gastrointestinal mucosal immune system has a demanding task in distinguishing be-
tween desired and unharmful dietary antigens and intestinal commensal bacterial popula-
tions and, on the other hand, possible harmful molecules and pathogenic organisms. The 
specific environment of the intestine lumen leads to the development of a powerful tolero-
genic mechanism known as oral tolerance12.
A very important portal for presenting antigens in the gut lumen are the organized lymphoid 
tissue structures known as Peyer’s patches (PPs), which are distributed in subepithelia along 
the intestinal wall, below specialized epithelial cells known as M cells (microfold cells). An-
tigens entering through the M-cell dependent mechanism are eventually delivered to under-
lying antigen presenting cells (APCs), dendritic cells (DCs) or macrophages, which migrate 
into the PPs, priming immune response that way. PPs were believed to be essential for the 
induction of intestinal immune responses. It is particularly controversial whether PPs are es-
sential for mucosal immune responses and tolerance to soluble antigens. It has been reported 
that oral tolerance to ovalbumin cannot be induced in mice lacking PPs13. How essential PPs 
are in oral tolerance induction is debatable, however, because tolerance to soluble antigen 
could be induced in mice lacking PPs 14. In addition, PP-deficient mice were shown to have 
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the same frequency of APCs, including DCs and macrophages, in various lymphoid organs 
after oral administration of a soluble antigen as mice with intact PPs15.
Another important portal for antigen entry and presentation is via subepithelial dendritic 
cells. It was found that a much higher proportion of orally administered soluble proteins 
associates with DC in the lamina propria than in the PPs16. In respect of invasive or nonin-
vasive pathogens, DCs are able to induce tolerance or reaction17.
Antigens can be uptaken and presented to the immune system by intestinal epithelial cells 
which might act as non-professional antigen-presenting cells and modulate local immune 
response through the activation of intraepithelial T cells with regulatory functions18.
It has been shown that hyperpermeability of the gastrointestinal mucosal barrier results in 
enhanced transport of intact and degraded antigens across the gastrointestinal mucosal bar-
rier, which could favour food protein sensitisation and food allergy in susceptible individu-
als19.

Relationship between food allergies and digestion process

Food allergy and food allergens

Food allergy as a common health problem arises from breaking of a natural immunological 
tolerance to otherwise not harmful food proteins. It is manifested as an abnormal immu-
nological reaction to food proteins, which causes an adverse clinical reaction. The immu-
nological reaction mediated by immunoglobulin class E (IgE) can occur as a consequence 
of conformational cross-reactivity to respiratory allergens, or following sensitization to the 
particular protein via the gastrointestinal tract. Almost all known food allergens that sensi-
tize via the gastrointestinal system belong to prolamin and cupin protein superfamilies of 
allergens. Those are mainly characterized by resistance to heat and digestion. The discrep-
ancy between the vast numbers of proteins we encounter and the limited number of proteins 
that actually become allergens have led scientists to investigate what unique features make 
proteins destined to be allergens.
A link between food allergies and digestion process has been observed long time ago6. Since 
then, dietary proteins have been categorized as digestion-resistant class 1 (true allergens 
triggering direct oral sensitization) or as labile class 2 allergens (nonsensitizing elicitors of 
a so called oral allergy syndrom). Depeding on age, medicament usage and/or pathological 
conditions, gastric digestion can become less efficient. More recent evidences have proven 
the link between impaired gastric digestion and prevalence to food allergies7.
An efficient gastric digestion may substantially decreases the potential of food proteins to 
bind IgE, which increases the threshold dose of allergens required to elicit symptoms in 
patients with food allergy. For some pepsin-labile food allergens, pepsin digestion generates 
larger peptides, of a length sufficent enough to enable sensitization and subsequent elicita-
tion of food allergy (i.e. major peanut allergen Ara h 2)20. Aggregation of proteins and/or 
digestion generated peptides is other promoting factor in food allergy risk. Many of the true 
food sensitizers are aggregated proteins or prone to aggregation after common food process-
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ing conditions, such as pasteurizaton. Indeed, a recent in vivo study showed an increased 
allergy-promoting effect of pasteurization of whey proteins21.

In vitro and in vivo allergens digestibility

Based on their potential to trigger specific IgE antibody production food allergens are divid-
ed in two classes. The class 1 or complete allergens in addition to their ability to cross-link 
IgE are the primary source of sensitization. In general, plenty of class 1 allergens are low 
molecular weight glycoproteins with acidic isoelectric points and most of them are highly 
abundant in food. These proteins are usually resistant to proteases, heat and denaturants, 
which preserve them from degradation during food preparation and digestion, thereby ena-
bling direct oral gastrointestinal sensitization20. Thus the senzitizing potential of food appar-
ently mirrors situation of gastric proteolysis and digestion assays with simulated gastric fluid 
have been introduced for characterization of food proteins to imitate the effect of stomach 
proteolysis on dietary compounds and novel proteins in vitro8. The class 2 or incomplete 
food allergens are postulated to lack sensitizing capacity. These proteins have the potential 
to elicit symptoms only after primary sensitization with cross-reactive inhalative allergens 
and were therefore termed nonsensitizing elicitors. Examples are protein homologues of 
Bet v 1, the major birch pollen allergen, which are present in fruits and vegetables. Their 
susceptibility to pepsin digestion has been demonstrated and might explain why local but 
not systemic symptoms are frequently triggered after ingestion of Bet v 1 homologues 22. A 
similar observation was noted for digestion of kiwi fruit stable versus labile allergens: labile 
allergens more often bind IgE from patients with localized symptoms (so called oral-allergy 
syndrome) to kiwi fruit ingestion23. 
Although a correlation between the resistance to pepsin digestion and allergenic potential 
has been proposed a long time ago6, the relationship is not absolute and it is still a matter 
of scientific dispute24, 25. In addition, more evidence is building up on protective effects of 
the food matrix on pepsin and pancreatin digestion of proteins. A special feature of the food 
matrix is that it may contain substances able to hamper enzymatic digestion by making 
physical obstacles to enzyme action. Those described so far are lipids i.e., phosphatidylcho-
line26, which is secreted by the stomach and also is abundant in milk and polysaccharides i.e. 
pectin, of fruit matrices27, 28. 

Food processing can tailor food properties and improve food safety

An increase in diet-related disorders and food-related immunopathologies i.e. food allergies 
especially in industrilized countries has been reportedly linked to the changes in nutritional 
habits and increased consumption of highly processed food. There is an increased pressure 
on modern food industry29 to develop mild technologies that will allow production of food-
stuffs of high nutritional value, good funtional characteristics, health-promoting and safe.
Several cross-linking enzymes, most notably microbial transglutaminases, are mild, food-
approved biotechnology, used in order to improve food functionality30. Various oxidase en-
zymes from molds and fungi, such as tyrosinase and laccase, have potential as novel highly-
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efficient cross-linking tools in food processing31. Cross-linking results in increase of the 
molecular weight of proteins, changes in the three-dimensional structure, charge and surface 
characteristics of the molecule thus altering the biological properties of food proteins, i.e. 
susceptibility to proteolysis by digestive enzymes, ligand binding, IgE binding and/or al-
lergenicity and immunogenicity32, 33. 
We have previously shown that cross-linking of beta casein by laccase and tyrosinase re-
duced IgE binding and basophil activation in allergic patients33. Similar results were obtained 
when beta-lactoglobulin was treated with laccase in the presence of phenolic compound rich 
sour cherry extract32. Treatment of peanut proteins with transglutaminase leads to extensive 
changes in protein composition of the mixtures, with creation of high molecular mass poly-
mers and oligomers34, but without significant changes in immunogenic responses in a mice 
model of peanut allergy (unpublished). Similar results have been obtained by polyphenol 
oxidase (tyrosinase)/caffeic acid and transglutaminase treatment of peanut allergens34, 35 and 
laccase oxidase peanut allergens in the presence of intrinstic polyphenols (unpublished). 
Cow’s milk allergy (CMA) occurs most often in children under 2 years of age, though it may 
also occur in adults in a severe form36. For patients with persistent bovine milk allergy, the 
only mean to prevent an allergic reaction is to avoid the offending protein, often very dif-
ficult because of the wide application of milk proteins as food ingredients37. 
As cow’s milk ranks among the top foods causing childhood allergies, hydrolysate formula 
have been used as substitutes in infants with cow’s milk allergy. However, together with 
their unpleasant taste, there are some worrying nutritional issues with those formulas, such 
as growth reduction38, decrease in plasma protein concentrations and iron-binding capacities, 
and unbalanced plasma and urinary concentrations of some amino acids38, 39. Furthermore, 
animals given hydrolysated formulas exhibited enhanced proteolytic activities of trypsin 
and chymotrypsin in the intestine, higher levels of cytochromes in the liver and disordered 
metabolism of glucocorticoids40. Therefore, there is a demand for methods aimed to reduce 
allergenicity of food proteins being independent of proteolytic enzymes. 
Recent research has shown that nonthermal food processing methods, such as high intensity 
pressure and sonication, or enzymatic cross-linking41, 42, may also effectively alter digest-
ibility of food proteins43 and its IgE binding ability44. 
Our recent work investigated effects of a sonication by high intensity ultrasound, on the 
structure, function and allergenicity of a major whey allergen. Beta-lactoglobulin (BLG) 
constitutes 50% of whey proteins and it is the major allergen of bovine whey45. Its tertiary 
structure consists of nine antiparallel β-sheet structures forming a so-called β-barrel (or 
calyx) stabilized by formation of two disulfide bonds46. The interior of the calyx contains a 
hydrophobic pocket, allowing the binding of small hydrophobic molecules such as retinoids, 
fatty acids, vitamins, and cholesterol47. In solution, due to its very compact fold, BLG is 
highly stable to denaturation and resistant to proteolytic hydrolysis48.
Our results demonstrated a potential of controlled mild processing conditions in reducing 
allergenic properties of compact globular proteins due to disruption of conformational IgE 
binding epitopes in pediatric population of cow’s milk allergic patients, while preserving 
functional characteristics of a protein49.



17

Although numerous reports described reduced IgE binding properties of enzymatically proc-
essed food allergens, studies dealing with the potential of enzymatically processed foods to 
induce new sensitization to food allergens and/or influence the capacity of food proteins 
to induce oral tolerance to processed food allergens are scarce. Highly aggregated, cross-
linked, food proteins also may show different behavior in the digestion fluids, providing 
rational for changed persistance of intact proteins and larger peptides in the gastrointestinal 
tract comparing to intact food allergens33. There is an increased number of reports on the 
links between processing and modification of food allergens and protein digestibility, in-
testinal permeability, uptake by immune cells of the mucosa and immunedeviation towards 
Th2 type allergic hypersensitivity. Pasteurization of milk proteins can influence deviation of 
the immune response towards Th2 in mice50. Nitration of ovalbumin, tested in a mice model 
of allergy showed an increase in allergenicity of the egg’s allergen51. Heating of peanut al-
lergens descreases its allergenicy, while allergens isolated from roasted peanut were able to 
retain its IgE binding capacity52.

Food matrix may influence the liberation of peptides and other bioactives

Components of food matrix can interact noncovalentlly with food allergens giving both 
soluble and insoluble complexes. Complexation with components of food matrix can lower 
the of level soluble allergens thus reducing their allergenic properties and/or influencing di-
gestion in the gastrointestinal system by hindering cutting sites from the action of digestive 
enzymes and/or directly inhibiting digestive enzymes.

Protein rich food matrix

A recent studies examined the effects of protein-rich food matrix on gastrointestinal prote-
olysis, epithelial transport and in vivo absorption of class 2 (Mal d 1, a major apple allergen) 
and class 1 food allergens (Bos d 5, a major cow’s milk allergen and Cor a 8, a major hazel-
nut allergen)53. The presence of hazelnut and peanut extracts, which served as protein-rich 
model food matrices, delayed gastrointestinal degradation and reduced epithelial transport 
rates of all allergens through CaCo-2 monolayers. IgE-reactive allergens were assessed at 
different time points in sera from rats fed with all three allergens with or without hazelnut 
extract. The levels of all allergens peaked 2 h after animals were fed without matrix and 
increased over 8 h after feeding. A protein-rich food matrix thus delays gastrointestinal di-
gestion and epithelial transport of food allergens and thereby may affect their sensitizing 
capacity and clinical symptoms. 

Acidic polysaccharides

Mouecoucou et al.54 examined the influence of polysaccharides, i.e., gum arabic, low meth-
ylated pectin (LMP) and xylan, on the in vitro hydrolysis of peanut protein isolate (PPI) and 
the in vitro allergenicity of the digestion products. PPI was hydrolyzed in vitro by pepsin, 
followed by a trypsin/ chymotrypsin (T/C) mixture in dialysis bags. Hydrolysis by all of the 
digestive enzymes showed retention of some proteins in the dialysis bags in the presence 
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of gum arabic and xylan. The retentates were recognized by IgG and IgE, but IgE binding 
of retentate containing xylan was reduced. The immunoreactivity of hydrolysis products in 
dialysates was considerably reduced by polysaccharides. Our previous study demonstrated 
that addition of apple fruit pectin (1.5% and 3%) to the purified kiwi allergen Act c 2 was 
able to protect it from pepsin digestion in vitro . Similarly, in vitro digestion of actinidin, 
another major allergen of kiwi fruit was hapmered by pectin in both gastric and duodenal 
fluids28. In vivo experiments on healthy non-atopic volunteers have shown that 1 h after 
ingestion of kiwi fruit in gastric content intact Act c 2 was still present27. Similarly, after 
in vivo digestion of Act c 2 in rats in the presence of apple pectin, both specific and total 
pepsin activity declined and thus protected 23% of the ingested allergen from digestion for 
90 minutes55. Protective effect of various fruit pectins on the intestinal digestion of allergens 
correlleted well with their ability to form hydrogel network and provide a physical obstacle 
to the pepsin action. 
These results show that although presence of polysaccharides can be effective in masking 
of IgE epitopes, thus reducing allergenicity, it also reduces allergen digestibility, enabling 
higher dosages of the intact allergen to reach the immune system.

Dietary polyphenols of a food matrix interact with proteins and exert various health 
effects

Polyphenols, including flavonoids, phenolic acids, proanthocyanidins and resveratrol, are 
a large and heterogeneous group of phytochemicals in plant-based foods, such as tea, cof-
fee, wine, cocoa, cereal grains, soy, fruits and berries. Naturally occurring polyphenols are 
potent antioxidants and exert many beneficial effects on human health which have led to 
their recognition as potential nutraceuticals. In solution, polyphenols can form non-covalent 
complexes with globular proteins and such interaction may result in complexation56, 57, sta-
bilization of protein structure58, protein unfolding and precipitation59-61. The strength of inter-
actions depends on the size of polyphenols, polyphenols structure and amino-acid sequence 
of proteins62. 
The effect of some phenolic compounds, resveratrol, catechin, epigallocatechin-3-gallate, 
quercetin and phenolics-rich beverages (red wine and green tea) on pepsin activity has been 
described previously. The tested polyphenols and beverages increased the initial velocity of 
the reaction, affecting the Vmax of pepsin on denaturated haemoglobin as a substrate, and 
the activating effect is concentration dependent63. On the contrary, many in vitro and in vivo 
studies showed antinutritive properties of polyphenols, especially tannins64. 
The ability of polyphenolic compounds to form insoluble complexes with proteins has long 
been associated with the observed reduction in nutritive value resulting from their inclusion 
in animal diets. In addition, such complexation may reduce IgE binding of allergens due to 
irreversible precipitation, as recently shown for complexes of peanut allergens and phenolic 
acids65. 
We have recently shown that enzymatic processing by a phenol oxidase, laccase, and us-
age of fruit phenolic extracts as mediators of enzymatic reactions may enable partial cross-
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linking of beta-lactoglobulin (BLG)32, 66. The cherry phenolics extract facilitated pepsin and 
trypsin digestion of the remaining monomeric BLG, while apple polyphenols protected 
cross-linked proteins from both pepsin and pankreatin digestion, presumably by forming a 
firm physical network66. 
In a recent study, we have examined simulated gastric digestion of several food allergens 
(BLG and alpha-lactalbumin from cow’s milk, peanut extract proteins in the presence of 
catechin-enriched food supplements of green tea (GTC), polymerized catechins and phenol 
oxidase processed mixtures of food allergens and green tea catechins. GTC facilitated pep-
sin digestion of all tested allergens in a dose-dependent manner. Polymerized GTC affected 
adversely protein digestion of BLG and alpha-lactoalbumine, but not protein digestion of 
peanut extract proteins. Protecting effect of polyphenols correlated well with the ability of 
proteins to form insoluble complexes with oxidized catechins67. The main biological impact 
of anti-nutritive feature of polyphenols in the context of food proteins digestion may be re-
duced bioavailability of peptides in the gastrointestinal system. 
Our recent work also investigated the impact of different polyphenols of food baverages on 
pepsin and pankreatin digestion of BLG in the conditions that were subomptimal for protein 
precipitation, and gave an insight into the mechanism of protein protection from enzymatic 
digestion in relation to the binding affinity of polyphenols to the protein. The results of our 
work show that dietary polyphenols act inhibitory at all stages of a globular food protein 
digestion thoughout the gastrointestinal tract and that the most effective protection was ob-
served with coffee polyphenols due to the highest binding affinity and stabilizing effect on 
the protein structure. The exerted effect is related to the non-covalent interactions in solution 
and occurs also in the absence of protein precipitation. We have demonstrated that protective 
action of polyphenols also involve non-covalent interactions in solution which occur at the 
range of pH values that occur in the digestive tract and provide protection from digestive 
enzymes. In addition, dietary polyphenols are able to stabilize protein secondary structure 
at the extremely acidic pH of the stomach, thus prolonging the half-life of the protein in in 
vitro digestibility assay68.
Besides effects on digestion, complexation of polyphenols and proteins can affect antioxi-
dant activity of polyphenols69. Even though the effect of complexation can be reduction of 
antioxidative activities of both protein and polyphenol, due to prolonged life of polyphenol 
in a complex, the effect of complexation may be beneficial for the overall antioxidative 
activity of the polyphenol. 

Concluding remarks

Digestion is the key step for delivering bioactives to the body and a huge effort has to be 
made for better understanding the mechanism of food digestion and the relationships with 
human health. Complex food matrices cannot be adequately described as mixtures of macro-
nutrients (proteins, lipids, sugars). The way the different components are associated to form 
the food matrix can significantly modify the effect of food on human health. Understanding 
how food structures are modified during processing, and disintegrated during digestion, will 
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allow rational design of healthier foods and hence will maximise beneficial health effects 
of our diet. It will give new inputs to the food industry for designing innovative functional 
food products. 
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Proteasomal 20S core particles (CPs) from the haloarchaeon Haloferax volcanii are cy-
lindrial barrel-like structures of four-stacked homoheptameric rings of α- and β-type 
subunits organized in α

7
β

7
β

7
α

7
 stoichiometry. Chemically cross-linked peptides of the 

H. volcanii CPs were analyzed by high-performance mass spectrometry and an open 
modification search strategy. Distance constraints obtained by chemical cross-linking 
mass spectrometry (CXMS), together with the available structural data of non-halo-
philic CPs, facilitated the selection of accurate models of H. volcanii proteasomal CPs 
composed of α1 and β-homoheptameric rings from among several different possible 
PDB structures. 

Introduction 

Significant progress has been made toward determination of spatial and topological organi-
zation of protein and protein complexes by traditional methods such as: nuclear magnetic 
resonance (NMR) spectroscopy and X-ray crystallography, which provide detailed informa-
tion on the structure of highly purified proteins, but have limitation when analyzing protein 
complexes1,2. In the post genomic era, large-scale analysis of protein structure by sensitive, 
high-throughput techniques, such as mass spectrometry (MS), play a significant role. Among 
the few MS techniques used for structural analysis of proteins, chemical cross-linking cou-
pled with mass spectrometry (CXMS) has emerged as a method that can yield site-specific 
low resolution structure information on the distance constraints with sample quantities in 
two to three orders of magnitude less than required for X-ray and NMR and with rapid ex-
perimental time1. 
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Chemical Cross-Linking Coupled with Mass Spectrometry (CXMS)

The general principle of CXMS is the covalent capture of juxtaposed amino acids using a 
variety of cross-linking reagents. CXMS can provide intra- and inter-molecular distance 
constraints that can be used to resolve protein folding in monomeric protein subunits and 
interactions at molecular interfaces in protein complexes. A CXMS analytical approach 
has been recently reported that is based on high performance MS to generate tandem mass 
spectra and the open modification, targeted de novo search strategy to interpret the data3. 
The designed method can be used to map both chemically and naturally occurring cross-
links in proteins. Each peptide in the pair of cross-linked peptides is considered to be post-
translationally modified by the other peptide in the pair such that each has an unknown 
mass at an unknown amino acid. This approach allows the use of any available open 
modification search engine for data analysis. To facilitate identification of cross-linked 
peptides and to make CXMS data analysis more generally applicable across laboratories, 
a database processing tool referred to as xComb has been developed4. xComb can be used 
with any standard database search engine and is publicly available. 

Cross-Linking Reagents

A large and increasing set of chemical cross-linking reagents has been investigated for 
use as a molecular ruler to provide information on distances between cross-linked amino 
acid residues that are relevant to both the tertiary and quaternary structure of proteins. 
Aside from the large number of described and commercially available cross-linkers that 
are utilized, only a few organic reactions based on nucleophilicity of the functional groups 
of proteins are used to attach the cross-linkers5. Cross-linking reagents targeting amino 
groups in proteins are the most common reagents. Based on the reaction of acylation of 
ε-amino group of lysine, a list of homobifunctional and heterobifunctional cross-linkers 
containing N-hydroxysuccinimide esters has been synthesized and used in CXMS proto-
cols5. Homobifunctional N-hydroxysuccinimide (NHS) esters primarily target the ε-amino 
group of lysine residues of proteins and can differ in the length of the spacer arm from 6.4 
to 11.4 Å. Although the most commonly used NHS esters are often described as reactive 
exclusively towards primary amines, side reactions with other amino acid residues have 
also been reported. In particular, NHS reactivity with serine, threonine and tyrosine resi-
dues is significant but highly dependent on the pH and on adjacent amino acids within the 
protein6. In contrast to most bifunctional reagents such as NHS, which introduce a bridge 
between cross-linked residues, the zero length carbodiimide cross-linkers mediate crea-
tion of a covalent bond between carboxylate and an amine group without an intervening 
linker, allowing a direct evaluation of contact interactions between protein surfaces5. 

CXMS and Comparative Modeling

Distance determinations obtained by the CXMS technique can lead to important advances 
in mapping the protein topography in low resolution structures refined by computational 
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methods. Ab initio and comparative modeling of protein complexes result in a number 
of possible structures. Although the number of actual proteins is vast, most proteins be-
long to a limited set of tertiary structural motifs7,8. Thus, comparative protein modeling, 
which uses previously solved structures/templates as starting point, can be very effective 
in providing a preliminary estimate of protein structure. Distance constraints generated by 
CXMS can then facilitate the evaluation and/or construction of the modeled protein struc-
ture. Even a small number of intermolecular cross-link constraints are sufficient to vali-
date the topology prediction of a protein complex9,10,11. Thus, acquisition of cross-linking 
distance constraints of protein assemblies is a realistic approach to use on a routine basis 
to improve modeling accuracies9. The gap between CXMS and protein structure modeling 
has been addressed by a new software platform called MSX-3D, which facilitates valida-
tion of a theoretical models based on CXMS data12.

20S Proteolytic Core Particles (CPs) from the Haloarchaeon Haloferax volcanii 

Archaea are one of three major evolutionary lineages of life. Recent advances in the ge-
nome sequencing of halophilic archaea (or haloarchaea) have made this group of microbes 
ideal for providing insight into cell physiology13. Haloarchaea have developed into model 
organisms that are used to study many biological processes, including the function of the 
ubiquitin-proteasome system25. Proteasomes from archaea are highly related to those of eu-
karyotes. Haloferax volcanii is the only archaeon that has been demonstrated to synthesize 
three different proteasomal proteins: α1, α2 and β [encoded by psmA (HVO_1091), psmC 
(HVO_2923) and psmB (HVO_1562), respectively] that are classified in the 20S protea-
some superfamily14. 

Proteasomes are self-compartmentalized nanomachines, composed of triple A-ATPases 
(Rpts) and 20S core particles (CPs) that are important in proteolysis and often essential for 
growth13. The proteasomal CP is a cylindrical complex of four-stacked heptameric rings of 
α- and β-type subunits organized in α

7
β

7
β

7
α

7
 stoichiometry. The α-type subunits form the 

outer rings and the β-type subunits form the two inner rings that harbor the proteolytic ac-
tive sites15, 16. As H. volcanii synthesizes two different α subunits (α1 and α2), this organism 
has the potential to make three different CPs: two symmetric (α1ββα1, α2ββα2) and one 
asymmetric (α1ββα2)15. Since the α1 and α2 proteins share only 55.5% identity, significant 
structural differences in the homoheptameric rings formed by α1 and α2 are predicted15. 

Structural characterization of eukaryotic proteasomes by CXMS has been recently pub-
lished16, 17. Although electron micrographs of the proteasomal CPs from H. volcanii reveal 
a four-stacked ring structure with a central channel14, the structural details for these protein 
complexes are limited. PDB entries of archaeal proteasomes deposited to date in RCSB 
protein data bank are: 1j2q of Archaeoglobus fulgidus23, 3h4p of Methanocaldococcus jan-
naschii26, and 1pma of Thermoplasma acidophilum27

.
 All deposited archaeal proteasomes are 

non-halophilic.
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Halophilic CP nanomachines by CXMS

Halophilic proteins are quite specific with regard to amino acid composition often having 
an extremely high content of acidic amino acids and unusual abundance of surface exposed 
acidic residues18. With regard to CXMS investigation of H. volcanii CPs, several points must 
be emphasized. First, haloarchaeal proteins are typically halophilic (salt-loving) comprising 
a high content of acidic residues that are often surface exposed and a low number of basic 
amino acid residues (e.g., lysine, a target of many cross-linkers). In addition, the H. volcanii 
CPs do not contain any cysteine residues. All of these factors limit and complicate the in-
vestigation of the halophilic CPs by CXMS, since lysine and cysteine residues are often tar-
gets of commercial cross-linkers. Furthermore, only a few crystal structures of haloarchaeal 
proteins and proteasomal CPs (with the latter derived only from non-halophilic archaea or 
eukarya) have been resolved to date. In spite of these limitations regarding halophilic pro-
teasomes, CXMS coupled with protein modeling, could emerge as a powerful approach to 
predict the structure of these unusual, acidic proteins.

Taking into account advantages of CXMS to elucidate tertiary and quaternary structure of 
proteins, a symmetric α1ββα1 core particle of H. volcanii proteasomes was studied using 
two commercial chemical cross-linkers. Zero length EDC and homobifunctional amine-spe-
cific BS2G were used as cross-linkers to determine the juxtaposed amino acids in the CP and 
to validate the theoretical 3D protein structures predicted by comparative modeling24. 

Identification of cross-linked peptide 

Tandem mass spectra (MS/MS) were analyzed to confirm the identity and to evaluate the 
type of cross-linked peptides. To identify cross-linked peptides, MS data were acquired and 
analyzed using the open modification search strategy reported by Singh et al.3. Briefly, all 
data were generated at high mass accuracy on an LTQ-Orbitrap mass spectrometer (Thermo 
Fisher, USA) using data dependent acquisition of tandem mass spectra by collision induced 
dissociation (CID) of ions ≥ (M+4H)4+. The resulting database was searched and refined with 
respect to the used cross-linkers by xComb and uploaded in Phenyx. Tandem mass spectra 
of cross-linked peptides were annotated using MS2Assign19. Strict criterions were applied 
on MS2 analysis: 1. Fragment ions from both cross-linked peptides had to be assigned;  
2. Cross-linked amino acid blocks peptide cleavage by proteases, so peptides that contain 
one missed cleavage were considered; 3. Fragment ions containing cross-linked sequences 
of both peptides had to be assigned; 4. High mass accuracy was prioritized. According to the 
classification of cross-linking products three types of single modification were considered: 
type 0 was defined as dead-end, type 1 was defined as intrapeptide and type 2 was defined 
as interpeptide with the two peptides denoted as α and β chains, where α is the longer of the 
two peptides19. 
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Protein structure validation 

Theoretically calculated models of α1 and β protein subunits were obtained from the public-
ly available MODBASE (http://modbase.compbio.ucsf.edu/modbase-cgi/index.cgi. Struc-
tures designated as α1 (Model ID: 4de8eea6b134a909401c34d144ce816c) and β (Model 
ID: b0e4c2ed79c3a4a1971f2bb8e71bd170) were used. To analyze 3D protein models using 
mass spectrometry data, MSX-3D, version 3.4.23 (http://proteomics-pbil.ibcp.fr/cgi-bin/
msXsetup.pl) was used12. Pairwise comparison of protein structures was established using 
DaliLite workbench software (http://www.ebi.ac.uk/Tools/dalilite/index.htmL)20. The coor-
dinates of heptameric complexes of α1 and β were obtained by DaliLite software using PDB 
entries 1j2p, 1ryp, and 1fnt (for α1) and 1ryp, 1j2q, and 1fnt (for β). Coordinates of the PDB 
structures with high Z scores and a strong match to α1 and β subunits were used to assemble 
proteins into heptameric ring structures of α1

7
 and β

7
 and double heptameric rings of β

7
β

7
 by 

Vega ZZ molecular modeling software21.

Identification of juxtaposed amino acids by CXMS and protein structure  
validation

To analyze the symmetric α1ββα1 CP subtypes of H. volcanii by CXMS the following 
strategy was used: 1. CP complex was treated with the homobifunctional lysine-reactive 
cross-linker BS2G and the zero length EDC cross-linkers; 2. Tandem mass spectra of the 
cross-linked CPs were analyzed using the open modification search strategy, which is es-
sentially a targeted de novo search, to confirm the identity and to evaluate the type of cross-
linkages3; 3. distance constraints obtained by CXMS were used for validation of theoretical 
models of α1 and β subunits by MSX-3D12. In addition to MSX-3D, VEGA ZZ program 
was used to display, analyze, and manage the three dimensional (3D) structure of the pro-
tein complexes21 and to validate 3D structures of protein complexes of α1, and β subunits 
obtained by homology modeling according to the PDB templates: 1j2p (α-ring of the protea-
some from Archaeoglobus fulgidus), 1ryp (20S proteasome from the yeast Saccharomyces 
cerevisiae), and 1fnt (20S proteasome from the yeast Saccharomyces cerevisiae in complex 
with the proteasomes activator PA26 from Trypanosome brucei). A stoichiometry of seven 
α1 and β subunits assembled in homoheptameric rings was considered, and the coordinates 
of this α- and β- ring were obtained by DaliLite software20. 

Several α1-specific linkages were detected by tandem MS after treatment of the α1ββα1 
CP subtype with the homobifunctional lysine-reactive BS2G (α1 K54-K68 and K44-K47 
cross-linkage) and zero-length EDC (α1 K54-E67 and K163-E62 cross-linkages). Of all the 
lysine residues within α1, only the intramolecular distance between K54 and K68 (9.4 Å) 
was found (Fig. 1d) to accomodate the length of the BS2G cross-linker spacer arm (7.7 Å) 
and generate an α1-interpeptide linkage. Consistent with this result, the span between re-
active side chain atoms is often slightly greater than the length of the cross-linker used to 
connect them22. 
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In accordance with the close proximity of the α1 lysine residues K54 and K68 in space, the 
α1 peptides in the region cross-linked by BS2G were also cross-linked with zero-length 
EDC (K54 and E67 were linked within α1-peptides 44-TPEGVVLAADKR-55 and 58-S-
PLMEPTSVEK-68), with intramolecular distance of 6.9 Å between K54 and E67. The α1 
peptide 58-SPLMEPTSVEK-69 was also found connected to a peptide in the central region 
of α1, 150-LYETDPSGTPYEWKAVSIG-171, with fragment ions consistent with a linkage 
between K163 and either E62 or E67. While an intramolecular distance of greater than 30 Å 
between K163 and E62/67 was found, intermolecular cross-links between two α1 subunits 
were measured to be: 4.8 Å, 6.7 Å, and 9.7 Å, for models based on PDB coordinates of 
1j2p, 1fnt, and 1ryp, respectively. The EDC cross-link identified in the heptameric α1-ring 
between K163 and E62 was optimally modeled using 1j2p (Fig. 1a) as a template and was 
estimated to have a length of 4.8 Å (Fig. 1b).

Figure 1. Structural models of the α1
7
-ring and β

7
β

7
-rings of H. volcanii 20S CPs. a) Heptameric  

α1
7
-ring modeled according 1j2p PDB template, b) distances between the NZ of K163 and OE1 of E-62 

from the two α1 subunits estimated at 4.7 Å, c) the model of the β
7
β

7
-rings was assigned according to 

the PDB template 1fnt, as H, I, V, and b. The measured distance between K-78 from the b chain and  
E-212 from the H chain was 4.64 Å, d) MSX-3D predicts that lysine K54 from TPEGVVLAADKRSR 
cross-linked with lysine K68 from SPLMEPTSVEKIHK is at a distance of 9.45 Å in the model struc-
ture of the α1 subunit.



31

With BS2G as a cross-linker, four dead-end modifications were detected in α1 tryptic pep-
tides, suggesting that the highly-reactive lysine residues (K68, K71, K54 and K163) are on 
the surface of α1.
An intrapeptide BS2G cross-linkage was detected between residues K44 and K47 of the 
β peptide 38-ADELGDKETKTGTTTVGIKTEEGVVLATDMRASMGYMVSSK-78. The 
distance between β K44 and K47 using BS2G, was measured to be a short intramolecular 
distance of 6.1 Å by MSX-3D. Between β K78 from 69-ASMGYMVSSKDVQK-82 and β 
E212 from 209-SAVER-213, cross-linked with EDC the large intramolecular distance of 
>30 Å was measured. However, the intermolecular distance between the β K78-E212 resi-
dues within two rings β7β7, was measured to be 4.6 Å in 1fnt (Fig. 1c) and 22.1 Å for 1ryp-
based structure. In contrast, distances of 29.4 Å, 16.4 Å, and 26.5 Å were measured between 
the same residues within one ring for 1fnt-, 1j2q-, and 1ryp- based structures, respectively. 
Thus, the model based on 1fnt appears more accurate for the packing of the β

7
β

7
-rings than 

the models based on 1ryp and 1j2q.

Conclusion 

The α1ββα1 CP from H. volcanii are presumed to be associated as four-stacked heptameric 
rings in an α

7
β

7
β

7
α

7
 symmetry based on analogy to non-halophilic archaeal CPs for which 

detailed X-ray crystal structures are known. It is demonstrated that CXMS (previously 
performed only for non-halophilic proteins of relatively neutral pI) coupled with atomic 
structural data (determined experimentally for non-halophilic protein homologs) provides 
useful distance constraints for extremely acidic halophilic protein complexes (proteasomal 
CP from the archaeon H. volcanii). Several observed cross-links were used to validate the 
predicted 3D-structures of the H. volcanii proteasomal α- and β -type subunits, and intermo-
lecular distance constraints were used to assemble these proteins (α1, β) into the quaternary 
structure of the CP complexes. Distance constraints obtained by this CXMS study facilitated 
selection of an accurate model from several possible PDB proteasomal models and assisted 
in the determination of the arrangement of the α1- and β- homoheptameric rings in the com-
plex protein structures. 
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Transient Receptor Potential (TRP) channels are conserved from yeast to humans, and 
serve as cellular sensors in a wide-range of physiological processes. Little is known 
about how TRP channels transduce myriad stimuli into channel openings, and the 
structural changes governing TRP channel gating remain unknown. TRPP2 is a cal-
cium (Ca2+) permeable TRP channel whose activity rises and falls with cytoplasmic 
Ca2+ levels. Inherited mutations in polycystin-1 (PC1) and TRPP2 lead to improper 
function of the PC1-TRPP2 channel complex and polycystic kidney disease (PKD). 
In patients with PKD, PC1 and TRPP2 are frequently mutated or truncated in their  
C-terminal cytoplasmic tails, which mediate the PC1-TRPP2 interaction: two thirds of 
pathogenic mutations in PC1 and >90% of pathogenic mutations in TRPP2 result in 
truncations predicted to ablate these cytoplasmic regions and abrogate interaction be-
tween the proteins. We applied biochemical and biophysical methods to determine the 
structural basis of PKD associated mutations and present the first picture of TRPP2 
channel gating. Here we describe a model where TRPP2 ion channels are gated by dis-
crete conformational and oligomerization state changes in the C-terminal cytoplasmic 
tail in response to changes in cytoplasmic Ca2+ levels. We speculate that TRP channels 
in general are activated by stimuli-induced conformational changes in their N- or C-
terminal extensions which are propagated to the ion channel pore, modulating channel 
activity. 

Introduction

Autosomal Dominant Polycystic Kidney Disease (ADPKD) is a common systemic disorder 
that affects between 1 in 400 and 1 in 1000 individuals worldwide; and is characterized 
by renal and hepatic cysts, intracranial or aortic aneurysms, and mitral valve prolapse(1, 2). 
Most cases of ADPKD (>95%) are caused by genetic mutations in either the Pkd1 or the 
Pkd2 gene, which encode polycystin-1 (PC1) and TRPP2, respectively. TRPP2 (a.k.a. poly-
cystin-2 or TRPP2) is a six-transmembrane (6TM) Ca2+-permeable TRP channel with cyto-
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plasmic C-and N-termini; while PC1 is a large 11TM membrane protein whose function is 
less clear(2). PC1 and TRPP2 interact directly and co-localize to primary cilia where they are 
hypothesized to be necessary for a mechanosensory or chemosensory response that triggers 
a rise in intracellular Ca2+. In patients with ADPKD, inheritable mutations in polycystin-1 
(PC1) and/or TRPP2 are believed to impair the function of the PC1-TRPP2 channel complex, 
leading to polycystic kidney disease. Many aspects of TRPP2 function are mediated by its' 
cytoplasmic C-terminal tail, including co-assembly with PC1 through the PC1 C-terminal 
cytoplasmic tail(3). In ADPKD, PC1 and TRPP2 are frequently mutated or truncated in their 
C-terminal cytoplasmic tails: two thirds of pathogenic mutations in PC1 and >90% of patho-
genic mutations in TRPP2 result in truncations which would disrupt functional domains 
within these cytoplasmic regions, abrogating the interaction between PC1 and TRPP2(3). 

Figure 1. Schematic of the polycystin-1 polycystin-2 (TRPP2) complex

After their initial discovery as environmental sensors of chemical and physical stimuli, TRP 
channels have since been found to perform a wide range of physiological functions in all 
species from yeast to humans(4). While all TRP channels are thought to be 6TM tetrameric 
channels, sequence conservation is somewhat limited beyond residues forming the predicted 
channel pore. No crystal structures have been solved of any TRP channels, and very little 
is known about how TRP channels are activated to open the channel pore for ion flux (i.e. 
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gating). However, a common theme among TRP channels is the presence of cytoplasmic 
extensions with various functional domains, such as ankyrin repeats, coiled coil motifs and 
EF-hand domains(5). These widely variable cytoplasmic tails could serve as signaling sen-
sors or switches, enabling TRP channels to be activated or modulated by specific stimuli, 
such as protein-protein interactions, changes in redox state(6-10), heat, or ligand binding. For 
example, both calcium(11) and reactive oxygen species (ROS) have been shown to regulate 
TRPP2 channels(12). Such signals could then be transduced into conformational changes that 
open the channel pore. However, how these sensor domains communicate with the ion chan-
nel pore remains unknown.

Development of a Structural Model of the Ca2+ sensing region of TRPP2(13)

The original model of the C-terminal cytoplasmic tail of TRPP2 consisted of an EF-hand 
motif overlapping with a short coiled coil(14). However, residues in the predicted coiled coil 
interface are hydrophilic or charged, and are unfavorable for coiled coil oligomerization. 
Moreover, ADPKD-associated truncation mutations have been identified outside of this re-
gion in TRPP2, suggesting that residues important for channel function are located in the 
truncated regions. In fact, TRPP2 binds directly to several proteins, including the inositol 
1,4,5 trisphosphate receptor, TRPC1, tropomyosin-1, Id2, troponin-1, KIF3A and PC1(2): 
these interactions are dependent on residues C-terminal to the originally accepted domain 
model of the TRPP2 C-terminal tail. In order to address these discrepancies and begin to 
determine the molecular basis of TRPP2 channel gating and ADPKD pathogenesis and pro-
gression, we used a battery of biochemical and biophysical methods to construct a structural 
model of the C-terminal tail of TRPP2. We show that, like other TRP channels, the C-ter-
minal cytoplasmic tail of TRPP2 contains several functional domains: an EF-hand domain 
connected by a flexible acidic linker to a previously unknown coiled coil domain(13). Based 
on structural analysis and modeling of these domains, we hypothesized that these domains 
play important functional roles in Ca2+-dependent channel activation and oligomerization in 
TRPP2.

We initially constructed a de novo molecular model of the C-terminal tail of TRPP2 
(TRPP2-C) using the ROBETTA protein structure prediction suite, and validated character-
istics of this model using biophysical and biochemical methods, including: limited proteoly-
sis, MALDI mass spectroscopy, N-terminal sequencing, size-exclusion chromatography, an-
alytical ultracentrifugation and circular dichroism spectroscopy. Based on these results, we 
show that the C-terminal tail of TPRP2 (TRPP2-C) contains two domains, a single EF-hand 
motif (TRPP2-EF) connected by a proteolyticaly sensitive linker to a coiled coil domain 
(TRPP2-CC). Our model suggests that the coiled coil domain is involved in TRPP2 channel 
oligomerization and that EF-hand could act as a Ca2+-sensitive switch during Ca2+-induced 
channel activation and inhibition. Importantly, PKD-associated truncation mutations are lo-
cated in regions that would disrupt these functions, providing structural insight into how 
mutations in TRPP2 may lead to polycystic kidney disease. 
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Molecular modeling of the C-terminal tail of TRPP2 predicts two domains 
connected by a linker 

De Novo structural models of TRPP2-C (I704-V968) and TRPP2-EF (K719-M800) were 
obtained from the ROBETTA protein structure prediction suite. The TRPP2-C model pre-
dicts an α-helical, two domain elongated structure connected by a linker containing a known 
TRPP2 phosphorylation site (S812)(15). Domain-1 (~I704-S794) contains a canonical sin-
gle EF-hand motif and a well-defined Ca2+-binding site (TRPP2-EF), whereas domain-2 
(~G828-V968) contains a striking ~40 residue long central α-helix (Y836-K876) character-
istic of a coiled coil (TRPP2-CC). We therefore analyzed the sequence of TRPP2-C for coiled 
coil propensity using a stringent coiled coil prediction algorithm (MARCOIL). MARCOIL 
predicts that residues F839-D919 have a high probability to form a coiled coil, and heptad 
repeat residues (’a-d’) were mapped and found to correspond to a hydrophobic stripe on the 
long α-helix in TRPP2-CC. Interestingly for TRPP2 function, residues within TRPP2-CC 
are necessary for binding to TRPP2 interacting proteins such as TRPC1, PC1 and KIF3A, as 
well as possibly channel oligomerization. Furthermore, TRPP2-CC is the site of pathogenic 
PKD-associated truncation mutations (such as R872X), which should be unable to interact 
with the C-terminus of PC1, leading to a plausible hypothesis for PKD pathogenesis. 

Figure 2.
Theoretical model of TRPP2-C
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Limited proteolysis validates the structural model of the C-terminal tail of 
TRPP2

To test the validity of our structural model, we conducted limited proteolysis experiments 
coupled with MALDI-mass spectroscopy and N-terminal sequencing. TRPP2-C (I704-
V968) was treated trypsin or proteinase K to identify proteolytically resistant fragments. 
Proteolytically resistant bands analyzed by N-terminal sequencing/MALDI-MS correspond 
to peptides beginning with ’ALVKL’ (A711-L715) and ’NTVDD’ (N720-D724) from trypsin 
digestion and ’SFPRS’ (S804-S808) and ’SSRRR’ (S823-R827) from proteinase K diges-
tion, and identified two proteolytically resistant domains, A711-P797 and G828-H927. In 
addition, both proteinase K cleavage sites occur within the predicted linker region of our 
model, suggesting a flexible interdomain linker between residues R803 and H822. These 
domains identified by limited proteolysis overlap well with the positions of the predicted 
domains, validating our two domain model and the position of the linker region. Using these 
results we generated recombinant TRPP2-EF (N720-P797) and TRPP2-CC (G828-H927) 
for further biochemical and biophysical analysis.

Figure 3. 
Schematic of TRPP2 showing TRPP2-EF (PC2-EF) and TRPP2-CC (PC2-CC)
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Circular dichroism shows that TRPP2-C undergoes Ca2+-induced  
conformational changes

Our structural model of TRPP2-C predicts an all α-helical protein. To test this, we compared 
the secondary structure content of the TRPP2-C model with that obtained by circular dichr-
oism (CD) spectroscopy. CD spectra were recorded and observed secondary structure content 
was compared with percentage α-helicity from our TRPP2-C model for TRPP2-C, TRPP2-
EF and TRPP2-CC. In addition, because the model of TRPP2-C suggests a Ca2+-binding 
site, we also investigated the Ca2+ sensitivity of the conformation of TRPP2-C. TRPP2-EF 
shows an increase from ~27% to ~45% α-helicity after Ca2+ addition, and TRPP2-C increas-
es from ~34% to ~50% α-helicity with Ca2+. These values for Ca2+-bound TRPP2-C (~50%) 
and TRPP2-EF (~45%) correspond well with our structural models of TRPP2-C (62%) and 
TRPP2-EF (51%). Secondary structure content calculated from CD spectra for TRPP2-CC 
(~70% α-helix) is also in agreement with our structural model of the coiled coil domain 
(74%). CD thus validates the fold predicted by our model and suggests that Ca2+ binding 
induces a conformational change within the EF-hand domain.

TRPP2-C contains a Ca2+-binding EF-hand domain by isothermal titration 
calorimetry 

Our structural model and CD analysis suggested that the TRPP2 EF-hand domain could 
bind Ca2+. To verify and quantify this Ca2+ binding, we conducted isothermal titration 
calorimetry (ITC). Fitting ITC isotherms with a 1-site binding model indicates that 
TRPP2-C binds Ca2+ with a K

d
 of ~12 µM, whereas TRPP2-EF binds Ca2+ with lower 

affinity (KB
dB
~214 µM) and 1:1 stoichiometry. These different affinities for Ca2+ imply 

that regions outside of TRPP2-EF are involved in stabilization or regulation of the Ca2+ 
binding site. As a control, TRPP2-EF with mutations in the Ca2+ binding loop (T771A/
E774A) did not bind Ca2+. 

Analytical ultracentrifugation suggests that TRPP2 channel oligomerization 
is mediated by the coiled coil domain 

To examine the oligomerization state and molecular conformation of TRPP2-C, TRPP2-EF 
and TRPP2-CC, we performed high speed sedimentation velocity ultracentrifugation experi-
ments. AUC resolves heterogeneity in solution according to shape and molecular weight. 
Velocity sedimentation results suggest that TRPP2-CC is mostly present as an oligomer with 
an elongated shape, and that TRPP2-EF is monomeric with a globular shape. These results 
support a model of TRPP2-C as an oligomeric elongated macromolecule whose oligomeri-
zation is mediated by the C-terminal coiled coil domain, TRPP2-CC. 

NMR structure determination of the Ca2+ sensing region of TRPP2 channels(16)

Based on the above results, we proposed that TRPP2-EF is a Ca2+-sensor that regulates 
TRPP2 activity, and that the coiled coil mediates channel oligomerization. X-ray crystal 
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structure determination of the TRPP2 coiled coil (833-895)(17) confirmed part of our model, 
but investigation was still required into the structural basis of TRPP2 regulation by Ca2+.

Several Ca2+-dependent channels contain EF-hand domains in their C-terminal tails which 
modulate channel activity. For example, an EF-hand mutation in Na

V
1.4 channels disrupts 

fast channel inactivation, and bestrophin Cl- and BK channels contain EF-hands which, 
when mutated, abolish Ca2+-sensitivity. We propose that Ca2+-binding to the C-terminal EF-
hand in TRPP2 mediates the Ca2+-dependence of TRPP2 channel activity. TRPP2 channels 
are activated at low levels of Ca2+, reach a maximum with increasing concentrations and are 
inactivated at higher levels. Although phosphorylation of TRPP2 (at S812) raises the thresh-
old [Ca2+] required for TRPP2 activation, Ca2+-dependence curves for non-phosphorylatable 
TRPP2 mutants (S812A) remain bell-shaped. Thus, another mechanism must be responsible 
for conferring Ca2+-dependence to TRPP2. Interestingly, the [Ca2+] required to inhibit S812A 
TRPP2 channels is ~equal to the K

d
 of Ca2+-binding to TRPP2-C. Moreover, ADPKD muta-

tions N720X, ΔL736-N737, R742X, and Y762X have been mapped to TRPP2-EF (see http://
pkdb.mayo.edu), while in cultured cells, cytoplasmic Ca2+ levels are regulated by TRPP2; an 
effect abrogated in R742X, suggesting a crucial role for Ca2+-binding by the EF-hand. Thus, 
to describe the role of the EF-hand in Ca2+-dependent regulation of TRPP2 channels and the 
structural basis of TRPP2-EF Ca2+-binding, we determined the NMR structure and dynamics 
of Ca2+-bound TRPP2-EF.(16)

NMR structure determination confirmed that TRPP2-EF does contain a single Ca2+-binding 
site in an EF-hand motif comprising the α3-helix, Ca2+-binding loop, and α4-helix. A helix-
loop-helix (HLH) consisting of helices α1 and α2 is paired with this EF-hand as predicted 
by our structural model of TRPP2-EF. However, in contrast with canonical EF hands, which 
contain two Ca2+-binding sites, the α1-α2 loop (G732-N737) ’GGGKLN’ does not contain 
the residues necessary for Ca2+-coordination. Interestingly, ancestral invertebrate TRPP2 
channels, such as in sea urchins, appear to contain a canonical dimeric EF-hand with two 
Ca2+-binding sites; the first corresponding to α1-α2 in human TRPP2-EF and the second, 
α3-α4. Sea urchin TRPP2, which is involved in fertilization, has a different localization 
and function than human TRPP2, and the evolutionary loss of the first Ca2+-binding site 
may have adapted human TRPP2 for its' new functions. Structurally, this adaptation would 
reduce Ca2+-affinity, and increase conformational flexibility, enabling Ca2+-sensitive regula-
tion of human TRPP2. In addition, an ADPKD pathogenic mutation ΔL736-N737 was iden-
tified which lies within the α1-α2 loop and likely destabilizes the α3-α4 Ca2+-binding loop. 
Whereas ADPKD truncation mutations N720X, R742X, and Y762X eliminate the EF-hand 
and coiled coil, ΔL736-N737 should affect only the EF-hand, implying its functional impor-
tance. Based on this structure, we propose a model where Ca2+-binding to one EF-hand leads 
to conformational changes which stabilize the EF-hand from neighboring C-terminal tails 
in tetrameric TRPP2 channels, leading to cooperative Ca2+-binding and activation of TRPP2 
channel activity, followed by inhibition upon saturation of available Ca2+ binding sites. 
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The structural basis of TRPP2 channel gating(18)

The NMR structure of Ca2+-bound TRPP2 EF-hand revealed a single Ca2+-binding 
site(16); while Isothermal Titration Calorimetry showed that this domain binds Ca2+ non-
cooperatively(13). In the context of the entire C-terminal cytoplasmic tail, however, the affin-
ity for Ca2+ is increased, and the mode of Ca2+-binding is cooperative, suggesting synergistic 
interactions between the EF-hand and coiled coil domains during TRPP2 channel gating. 

TRPP2 ion channel activity is bell-shaped with respect to Ca2+, with activation by low levels 
of cytoplasmic Ca2+ and inhibition at higher Ca2+ concentrations. Furthermore, phosphor-
ylation of the acidic linker at S812 in the TRPP2 C-terminal tail modulates the threshold 
concentration of Ca2+ required for channel activation, and the Ca2+ dependence of channel 
activity requires an intact C-terminal cytoplasmic tail(15); furthermore, TRPP2 channel activ-
ity can be altered by interactions with other proteins, such as PC1(3). Together, these data 
suggest that TRPP2 channel gating is mediated by its' C-terminal cytoplasmic tail. However, 
the molecular basis for these regulatory mechanisms remains unknown. 

Below, we show by Small-Angle X-ray Scattering (SAXS), NMR and Analytical Ultra-
centrifugation (AUC) that Ca2+-binding by the TRPP2 EF-hand domain induces discrete 
conformational and oligomerization state transitions in the entire C-terminal cytoplasmic 
region. Moreover, we demonstrate that mutant TRPP2 channels unable to bind Ca2+ are 
inactive in single-channel planar lipid bilayers, and inhibit Ca2+ release from endoplasmic 
reticulum stores.(18) 

The TRPP2 EF-hand domain undergoes global conformational changes upon 
binding Ca2+

In order to serve as a Ca2+ sensitive channel regulator, the TRPP2 EF-hand domain must 
respond structurally to physiological changes in cytoplasmic Ca2+. To test if TRPP2-EF un-
dergoes a global conformational change upon Ca2+ binding, we conducted SAXS on the 
TRPP2 EF-hand domain. SAXS provides solution state analysis of macromolecular enve-
lope changes (i.e. global conformational changes), for example in response to ligand bind-
ing. SAXS experiments were conducted on TRPP2-EF in both a Ca2+-free state and in the 
presence of excess Ca2+. A dramatic reduction in the radius of gyration, R

g
 (from ~30 Å to 

~22 Å) was observed between Ca2+-bound and Ca2+-free TRPP2-EF. In addition, the maxi-
mum interatomic distances, D

max
, for TRPP2-EF reduced from 84 Å to 61 Å on addition of 

Ca2+. Moreover, ab initio SAXS envelope reconstructions correspond very well to the NMR 
structure of Ca2+-bound TRPP2-EF (PDB ID: 2K6Q), while SAXS envelope reconstructions 
for the Ca2+-free TRPP2-EF suggest a mostly unfolded protein. 
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Ca2+ binding induces a folding state transition in the TRPP2 EF-hand

To determine if Ca2+ induced conformational changes correspond to a discrete structural 
transition consistent with ion channel gating regulation, residue specific structural chang-
es in TRPP2-EF on titration with Ca2+ were investigated by NMR. Resonance-specific 
chemical shifts were assigned for apo-TRPP2-EF using conventional NMR methods and 
compared with chemical shift assignments for Ca2+-bound TRPP2-EF. Then, using the 13C 
chemical shift index (CSI) and Cα chemical shift assignments, CSI changes between apo 
and Ca2+-bound TRPP2-EF were mapped onto the NMR structure of Ca2+-bound TRPP2-
EF. Significant conformational changes occur in helices α1, α3 and α4 of TRPP2-EF on 
binding Ca2+. These changes correspond to residues in the C-terminus of α3 (I758-Y762), 
the Ca2+-binding loop between α3 and α4 (D763-T771) and residues at the N-terminus of 
α4 (E772-K784). Based on these results, the TRPP2 EF-hand domain appears to undergo 
a folding-unfolding transition on binding Ca2+, consistent with its proposed role as a Ca2+ 
sensor in TRPP2 channel gating.

Figure 4. Ca2+ induced conformation changes in TRPP-EF (PC2-EF)
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The C-terminal tail of TRPP2 transitions from an extended oligomer to a 
compact dimer upon binding Ca2+

To serve as a Ca2+ sensitive channel gating module, the entire C-terminal cytoplasmic tail of 
TRPP2 should undergo discrete structural changes in response to changes in physiological 
cytoplasmic Ca2+ levels. To investigate changes in the molecular shape and oligomerization 
state of TRPP2-C upon Ca2+ binding, we again conducted high-speed velocity sedimentation 
experiments on TRPP2-C by AUC. We performed three experiments, at 0 mM, 100 µM and 
5 mM Ca2+, approximately corresponding to 0:1, 1:1 and 50:1 ratios of Ca2+ to TRPP2-C (94 
µM). We then investigated the frictional ratios of TRPP2-C species present in the 1:1 and 
50:1 Ca2+ conditions. Frictional ratios depend on the molecular shape of a sample, where an 
f/f

o 
of ~2 indicates an elongated particle, and f/f

o 
of ~1 indicates a compact, spherical shape. 

For the 1:1 Ca2+ condition, 2DSA analysis indicates that TRPP2-C (MW 32.5 kDa) was in 
three distinct states: 1) Extended tetramer, with an f/f

o 
~2.1 and a molecular weight ~120-130 

kDa; 2) Extended trimer, with an f/f
o 
of ~1.9 and molecular weight ~100-110 kDa; and 3) 

Compact dimer, with an f/f
o 
of ~1.3 and molecular weight ~65-70 kDa. However, remark-

ably, in the presence of excess Ca2+ (50:1 condition), a single compact dimer was observed 
(f/f

o 
of ~1.3 and molecular weight ~65-70 kDa). Thus, the C-terminal cytoplasmic tail un-

dergoes discrete conformational and oligomerization state changes in response to changes in 
Ca2+ levels, consistent with its proposed role as a Ca2+ sensitive gating module. 

Ca2+ induced conformational changes in the TRPP2 EF-hand are propagated 
throughout the C-terminal tail

To regulate channel gating, the TRPP2 EF-hand domain must be able to sense changes in cy-
toplasmic Ca2+ and transduce those changes to the entire TRPP2 channel. To determine if the 
conformational changes observed for the TRPP2 EF-hand alone are propagated throughout 
the entire C-terminal cytoplasmic tail of TRPP2, we conducted SAXS analysis on TRPP2-C 
in both the Ca2+-free state, and in the presence of excess Ca2+. Similar to our SAXS results 
for the isolated TRPP2 EF-hand, a significant change in R

g
 (from ~72 Å to ~62 Å) and D

max
 

was observed between Ca2+-bound and Ca2+-free TRPP2-C. These significant reductions in 
Rg and D

max
 in the presence of excess Ca2+ correlate with a compression of the overall struc-

ture of TRPP2-C that could be mediated by Ca2+-induced folding and inter-domain interac-
tions, in agreement with our AUC results described above. 

Overall, our AUC and SAXS data demonstrate that the global conformation of TRPP2-C 
transitions from a mixture of extended oligomers to a single compact dimer in the presence 
of increasing Ca2+ concentrations. These results are consistent with a role for the TRPP2 
C-terminal cytoplasmic tail in regulating TRPP2 channel gating in response to changes in 
cytoplasmic Ca2+ levels.
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Figure 5. Discrete Ca2+-induced conformation changes in TRPP-C (PC2-C)

Ca2+ binding by the TRPP2 EF-hand is required for single TRPP2 channel 
activity in planar lipid bilayers

We previously measured the single-channel properties of wildtype TRPP2 channels in 
response to increasing concentrations of Ca2+. If Ca2+ induced conformational changes 
in the TRPP2 EF-hand domain are required for channel gating, elimination of the Ca2+ 
binding in TRPP2-EF should affect the single channel properties of TRPP2 channels. To 
test this, we created a TRPP2 construct (TRPP2-x-z) with a mutated EF-hand domain 
(T771A/E774A) that is unable to bind Ca2+. Microsomes were then prepared from cells 
overexpressing either TRPP2-x-z or wildtype TRPP2. Single channel experiments were 
conducted using multiple TRPP2-x-z containing samples and were performed in parallel 
on wildtype TRPP2 channels. No channel activity was observed in microsomes prepared 
from cell overexpressing TRPP2-x-z when the cytoplasmic free Ca2+ concentration was 
0.1 um, a concentration at which wildtype TRPP2 channels were active. The Ca2+ de-
pendence of channel activity showed that TRPP2-x-z channels were not active at Ca2+ 
concentrations for which wildtype TRPP2 channels display peak activity (n=5 for each 
condition). Additional single channel bilayer experiments were performed on TRPP2-
x-z channels using a range of voltages (0-30 mV) known to activate wild type channels 
and no activity was observed. Together, these results strongly suggest that Ca2+ binding 
to the TRPP2 EF-hand is required for TRPP2 channel activity. 
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Figure 6. TRPP2 channel activity depends on Ca2+ binding

Expression of TRPP2-x-z channels inhibits Ca2+ release from intracellular stores

We have previously shown that TRPP2 functions as a Ca2+ release channel in the ER mem-
brane. TRPP2 channels are believed to be homo-tetramers, with the C-terminal cytoplasmic 
tail forming oligomeric inter-tail interactions. To further investigate the role of Ca2+ binding 
by the TRPP2 C-terminal tail in TRPP2 channel function, we conducted live cell imaging of 
cytoplasmic Ca2+ levels in cells expressing either TRPP2-x-z or wildtype TRPP2. Although 
overexpression of wildtype TRPP2 was associated with increased cytoplasmic Ca2+ levels 
upon stimulation of ER Ca2+ release, expression of TRPP2-x-z resulted in a significant re-
duction in the amplitude and duration of Ca2+ release transients. Thus TRPP2-x-z does not 
appear to be functional, and does not contribute to ER Ca2+ release. In fact, TRPP2-x-z may 
behave as a dominant negative under these conditions, possibly by disrupting the C-terminal 
tail conformational and oligomerization state changes required for TRPP2 channel gating.

Conclusions

Addition of Ca2+ to the C-terminal cytoplasmic region of TRPP2 results in conformational 
transitions and oligomerization state changes, initiated by Ca2+ binding to the EF-hand do-
main, and Ca2+ binding by the EF-hand is necessary for TRPP2 channel activity. Changes 
in cytoplasmic Ca2+ levels induce discrete changes to the conformation and oligomerization 
state of the cytoplasmic region of TRPP2, which correlate with TRPP2 channel gating, sug-
gesting a mechanism for TRPP2 channel regulation by protein binding to the C-terminal 
cytoplasmic region of TRPP2. Our model explains the pathogenicity of ADPKD associated 
truncation mutations, and our results support our hypothesis that TRPP2 channels are gated 
by discrete conformational and oligomerization state changes in the C-terminal cytoplasmic 
tail in response to changes in cytoplasmic Ca2+ levels. We propose that TRP channels in 
general are activated by similar, stimuli-induced conformational changes in their N- or C-
terminal extensions which are propagated to the channel pore.

2+
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With efforts to reduce global reliance on fossil fuels and lower the greenhouse gas emis-
sion, an increasing search for renewably sourced materials, which can be used as feed-
stock for biofuel production, is ongoing in the past few decades. At the present, ethanol 
is the most common alternate fuel and is already produced on a fair scale, representing 
a sustainable substitute for gasoline in passenger cars. Basically, in the United States 
ethanol is produced by fermenting starch crops that have been converted into simple 
sugars, and the major feedstock for this fuel is corn. In Brazil ethanol is produced 
through the fermentation of sugar cane molasses. Various countries have been increas-
ing their ethanol production as well, such as India (using sugar cane), Thailand (cas-
sava), France (sugar beet), China (corn) and Canada (wheat), among others. 
Improved molecular disassembly and depolymerization of grain starch to glucose are 
key to reducing energy use in the bioconversion of glucose to chemicals, ingredients, 
and fuels. In fuel ethanol production, these biorefining steps use 10-20% of the energy 
content of the fuel ethanol. The need to minimize energy use and to raise the net yield 
of energy can be met by replacing high-temperature, liquid-phase, enzymatic digestion 
with low temperature, solid-phase, enzymatic digestion. Also called cold hydrolysis, the 
approach is a step toward a “green” method for the production of fuel ethanol. 

Introduction 

Starch is the most important carbon and energy source among plant carbohydrates, and it 
is the second following cellulose in total biosynthesis1. Starch represents an inexpensive 
source for production of glucose, fructose and maltose syrups2 and for obtaining the prod-
ucts of their fermentation; including food ingredients, biofuels, organic acids and other valu-
able compounds for industrial applications. Besides agricultural crops, starch is a significant 
component of domestic and commercial wastes and these could become useful resources to 
be converted into ethanol.

The disassembly and depolymerization of grain starch to glucose are the result of the hy-
drolysis of α-1,4- and α-1,6-linkages between glucose monomers. Acid hydrolysis was 
used for this from its discovery in 1813 at least until the 1970s. However, the dilute acid 
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Figure 1. 
Representation of dry milling and wet milling processes for bioethanol production12
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and 120-150°C temperatures used in this process corroded equipment, formed undesirable 
byproducts, limited yield, and was costly3-8. High-temperature, liquid-phase enzymatic hy-
drolysis is now used for starch hydrolysis. One basic enzymatic hydrolysis configuration is 
a three-step sequence. In the first step, a 30% (by weight) slurry is cooked in the presence of 
α-amylase to 90-165 °C, cooled if necessary, held at 90 °C for 1-3 h, and then cooled further 
to 60 °C with the addition of glucoamylase. An energy-conserving alternative is to lower 
the starch-to glucose processing temperature below the onset of gelatinization which is for 
example, 54 °C for wheat, 60 °C for potato, or 65 °C for maize6. Regarding energy costs, 
effective utilization of natural resources, minimization of the formation of pollutants and 
viscosity (handling) problems, use of raw starch digesting enzymes that can perform direct 
hydrolysis of raw starch below gelatinization temperature is desirable9. The removal of the 
cooking stage also has the potential to increase the value of the co-products since valuable 
proteins would undergo less thermal stress10.

Traditional production processes of ethanol from starch crops

Two different processes can be used to produce ethanol from starch crops: dry grind and 
wet milling, depicted in Figure 1. In dry grind, the feed material is ground mechanically and 
cooked in water to gelatinize the starch. Enzymes are then added to break down the starch to 
form glucose, which yeasts ferment to ethanol. In that case, a fixed amount of ethanol is pro-
duced, along with other feed products and carbon dioxide, and has almost no process flex-
ibility. In wet milling, the insoluble protein, oil, fiber, and some solids are removed initially, 
remaining only the starch slurry fed to the ethanol production step. This process has the 
capability to produce various end products and considerable higher process flexibility, com-
pared to the dry milling11. However, about 65% of the ethanol in the US is produced from dry 
grind corn processing plants12, since initial investment in plant is 2 – 5 times cheaper. 

Cold hydrolysis of starch

In addition to the most traditional processes for the production of ethanol from starchy mate-
rials, a nonconventional technology, named cold hydrolysis, has been investigated. Although 
the concept is not recent, since it was reported as a consequence of studies during the World 
War II13,14, its application at large scale was demonstrated only recently15,16. The production 
of ethanol by cold hydrolysis of starch dispenses some of the steps of high energy demand 
in a plant, i.e., cooking and liquefaction. In this process, the raw (granular, non-cooked) 
starch is submitted to an initial hydrolysis step, in the presence of endoamylolytic and pro-
teolytic preparations, so that it becomes more susceptible to saccharification. Unlike energy-
demanding steps in traditional processes, the hydrolysis initiates at a temperature below that 
for the gelatinization of starch, for a few hours. The addition of proteases aims at to improve 
starch exposure by breaking down proteins associated to its polysaccharides17,18. The suspen-
sion, still rich in starch, goes to the fermenters, where more enzymes are added, mainly acid 
glucoamylases which are able to digest raw starch. The yeast is added to the vessel, so that 
the fermentation starts occurring simultaneously to the saccharification19, Figure 2.
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Figure 2. Simplified representation of cold hydrolysis process for production of ethanol from starch. 
AA α-amylase, PR protease, GA glucoamylase, MO microorganism, DDGS Distillers' Dried Grains 
with Solubles20.

Besides the great energetic advantage of the cold hydrolysis process over the conventional 
technologies, the former also presents reduced water and chemicals consumption. The capi-
tal expenditure of a plant for conversion of raw starch is potentially lower, since the process 
is more integrated. The overall yield tends to be higher, due to the absence of Maillard reac-
tions and reduced yeast inhibition. Since the sugars are gradually released, the cells tend to 
produce lower levels of coproducts, such as glycerol and higher alcohols and the osmotic 
stress is reduced20. Nevertheless, some drawbacks of the production of ethanol by cold hy-
drolysis includes: higher demand for enzymes (in both quantity and types of enzymes), since 
the hydrolysis of native starch presents some mass transfer limitations21-23, which are present 
in a less extent or are nonexistent in the traditional processes; higher susceptibility for mi-
crobial contamination (by phytopathogens), which is avoided in the conventional technolo-
gies due to the high-temperature steps24.

Starch structure

After its extraction from plants, starch occurs as a flour-like white powder insoluble in cold 
water. This powder consists of microscopic granules with diameters ranging from 2 to 100 
μm, and with different size, shape, and chemical content depending on the botanic origin. 
Starch consists of mainly two glucosidic macromolecules: amylose and amylopectin. In 
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most common types of starch the weight percentages of amylose range between 72 and 82%, 
and the amylopectins range from 18 to 28%. However, some mutant types of starch have 
very high amylose content (up to 70% and more for amylomaize) and some very low amy-
lose content (1% for waxy maize). Amylose is defined as a linear molecule of glucose units 
linked by (1-4) α-D-glycoside bonds, slightly branched by (1-6) α-linkages. Amylopectin is 
a highly branched polymer consisting of relatively short branches of α-D-(1-4) glycopyran-
ose that are interlinked by α-D-(1-6)-glycosidic linkages approximately every 22 glucose 
units25. The multiplicity in branching lead Peat et al.26 to describe the basic organization 
of the chains in terms of A, B and C chains. The single C chain per molecule, with a mean 
degree of polymerization (DP) above 60, carries other chains as branches and contains the 
terminal reducing end of the amylopectin macromolecule. The A chains are glycosidically 
linked to the rest of the molecule by their reducing group trough C6 of a glucose residue. 
The B chains are defined as bearing other chains as branches. They are linked to the rest of 
the molecule by their reducing group on one side and by a α-(1-6) linkage on the other, thus 
being the backbone of the grape-like macromolecule. From then, several models have been 
proposed, all referring to the cluster model.

Figure 3. Starch multiscale structure: (a) starch granules from normal maize (30 μm), (b) amor-
phous and semicrystalline growth rings (120-500 nm), (c) amorphous and crystalline lamellae (9 nm), 
magnified details of the semicrystalline growth ring, (d) blocklets (20-50 nm) constituting a unit of 
the growth rings, (e) amylopectin double helixes forming the crystalline lamellae of the blocklets, (f) 
nanocrystals: other representation of the crystalline lamellae called starch nanocrystals when sepa-
rated by acid hydrolysis, (g) amylopectin’s molecular structure, and (h) amylose’s molecular structure  
(0.1-1 nm)27. 
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Minor components associated with starch granules are of three types: (i) cell-wall fragments, 
(ii) surface components, and (iii) internal components. The main constituents of surface 
components are proteins, enzymes, amino acids, and nucleic acids, whereas internal com-
ponents are composed mainly of lipids. The proportion of these components depends on the 
botanical origin.

Starch structure has been under research for years, and because of its complexity, a univer-
sally accepted model is still lacking27. However, in this past decade a model seems predomi-
nant. It is a multiscale structure, shown in Figure 3, consisting of the (a) granule (2-100 μm) 
into which we find (b) growth rings (120-500 nm) composed of (d) blocklets (20-50 nm) 
made of (c) amorphous and crystalline lamellae (9 nm) containing (g) amylopectin and (h) 
amylose chains (0.1-1 nm). Starch granules consist of concentric alternating amorphous and 
semicrystalline growth rings. 

α-Amylases 

α-Amylases (E.C. 3.2.1.1.) are starch-degrading enzymes that catalyze the hydrolysis of 
internal α-1,4-O--glycosidic bonds in polysaccharides with the retention of α-anomeric 
configuration in the products. Most of the α-amylases are metalloenzymes, which require 
calcium ions (Ca2+) for their activity, structural integrity and stability. They belong to family 
13 (GH-13) of the glycoside hydrolase group of enzymes28. Amylases are one of the most 
important industrial enzymes that have a wide variety of applications ranging from conver-
sion of starch to sugar syrups, to the production of cyclodextrins for the pharmaceutical 
industry. These enzymes account for about 30% of the world’s enzyme production29. The 
α-amylase family can roughly be divided into two groups: the starch hydrolyzing enzymes 
and the starch modifying, or transglycosylating enzymes. The enzymatic hydrolysis is pre-
ferred to acid hydrolysis in starch processing industry due to a number of advantages such 
as specificity of the reaction, stability of the generated products, lower energy requirements 
and elimination of neutralization steps30. Due to the increasing demand for these enzymes in 
various industries, there is enormous interest in developing enzymes with better properties 
such as raw starch degrading amylases suitable for industrial applications and their cost ef-
fective production techniques31. 

The α-amylase family, i.e. the clan GH-H of glycoside hydrolyses, is the largest family of 
glycoside hydrolases, transferases and isomerases comprising nearly 30 different enzyme 
specificities32. A large variety of enzymes are able to act on starch. These enzymes can be 
divided basically into four groups: endoamylases, exoamylases, debranching enzymes and 
transferases29: 

1. endoamylases: cleave internal α-1,4 bonds resulting in α-anomeric products,

2.  exoamylases: cleave α-1,4 or α-1,6 bonds of the external glucose residues resulting in 
α-or α-anomeric products,

3.  debranching enzymes: hydrolyze α-1,6 bonds exclusively leaving long linear polysac-
charides, and
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4.  transferases: cleave α-1,4 glycosidic bond of the donor molecule and transfer part of the 
donor to a glycosidic acceptor forming a new glycosidic bond.

α-Amylases are ubiquitous enzymes produced by plants, animals and microbes, where 
they play a dominant role in carbohydrate metabolism. Amylases from plant and mi-
crobial sources have been employed for centuries as food additives. Barley amylases 
have been used in the brewing industry. Fungal amylases have been widely used for the 
preparation of oriental foods. In spite of the wide distribution of amylases, microbial 
sources, namely fungal and bacterial amylases, are used for the industrial production 
due to advantages such as cost effectiveness, consistency, less time and space required 
for production and ease of process modification and optimization31.

Among bacteria, Bacillus sp. is widely used for thermostable α-amylase production to meet 
industrial needs. B. subtilis, B. stearothermophilus, B. licheniformis and B. amyloliquefa-
ciens are known to be good producers of α-amylase and these have been widely used for 
commercial production of the enzyme for various applications. Similarly, filamentous fungi 
have been widely used for the production of amylases for centuries. As these moulds are 
known to be prolific producers of extracellular proteins, they are widely exploited for the 
production of different enzymes including α-amylase. Fungi belonging to the genus As-
pergillus have been most commonly employed for the production of α-amylase. 

Raw starch digesting amylase

Since many of the commercially available amylases do not withstand industrial reaction 
conditions, isolation and characterization of novel amylases with desirable properties is very 
important33. From that point of view screening of wild type strains of Bacillus sp. is very 
important. We have found several isolates with promising amylase characteristic34. It is im-
portant to emphasize that not all of the media used have induced expression of raw starch di-
gesting amylase. Several raw starch digesting alpha amylases which can directly hydrolyze 
the raw starch in a single step at temperatures below the gelatinization temperature of starch 
has been reported35. Raw starch digesting amylases from Bacillus sp. usually need prolonged 
time of incubation for efficient raw starch hydrolysis and are not able to digest all types of 
starch granules with same efficiency36. Often, better results were obtained with thermostable 
raw starch digesting amylases at temperatures between 60 and 70 °C35. Recently, amylase 
from B. licheniformis ATCC 9945a was purified and characterized37. The advantages of this 
amylase compared to previously reported ones are related to a high hydrolytic affinity of this 
enzyme towards different types of raw starch granules; cereals, tubers and roots. Enzyme ap-
pears to be a good candidate for the direct hydrolysis of diverse raw starches, using very low 
doses (0.07 U/mg of starch) and omitting energy intensive and expensive gelatinization step. 
Raw cereal starches are more completely and rapidly hydrolyzed than those from tubers or 
roots when digested by single, purified enzymes38. Moreover most raw starch digesting al-
pha amylase reported to date hardly digest potato starch35,38. Since corn, wheat and potato are 
the most important sources of starch in EU1, enzymes that are capable of digesting all these 
types of raw starches efficiently are economically attractive. 
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Conclusion

Starch is a constituent of numerous agricultural feedstocks and a convenient substrate for 
bioethanol production. However, due to its polysaccharidic composition, it must be hydro-
lyzed exogenously to microbial cells, in order to be broken down into small sugars, e.g., 
glucose and maltose. Amylases are thus essential to enable efficient hydrolysis processes. 
Although processes for the production of bioethanol from starchy feedstocks have been 
used at large scale for decades, there is a continuous search for technological improvements 
leading to increases in yield as well as reductions in the costs associated to enzyme produc-
tion and to the final bioethanol production process itself. Thus, technological challenges are 
being tackled in a number of fields, such as:

1. Plant biotechnology: The development of grains varieties containing genes for the expres-
sion of amylases39, thus reducing enzyme dose during starch hydrolysis; 
2. Microbial molecular biology: Genetic manipulation of strains to obtain strains expressing 
enzymes for starch hydrolysis40-42. Recently, we have produced extracellular recombinant 
amylase in E. coli using DsbA signal peptide sequence approach43. Recombinant α-amylase 
possessed the properties of the native enzyme. Furthermore the recombinant enzyme showed 
improved thermostability at 90°C and higher efficiency for digesting diverse raw starches 
comparing to the native enzyme, and comparative ability to hydrolyze raw corn and potato 
starches as a commercial α-amylase. The properties of the recombinant enzyme suggest the 
good potential of using this approach for production of fully active industrially important 
recombinant enzymes. 
3. Microbiology: Understanding of metabolic mechanisms and adaptation of microbial cells 
for tolerance to higher concentrations of ethanol44;
4. Enzyme technology: Formulation of synergistic enzyme pools for raw starch hydrolysis45; 
production of proteolytic enzymes for the pretreatment of grains, aiming at promoting high-
er exposure of starch to amylases24, 46; and use of protein engineering for the development of 
enzymes with improved action towards raw substrates47;
5. Process engineering: Some trends comprise the integration of conversion steps, e.g., si-
multaneous liquefaction, saccharification and fermentation47 or simultaneous fermentation 
and distillation; optimization of process control, by using dynamic strategies45, 48; very high 
gravity fermentation, which contributes to the reduction of capital costs and to the increase 
of plant throughput49, 50; and co-product valorization, through the post-processing and frac-
tionation of DDGS for the separation of higher value-added components and improved use 
as animal feed.
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Plant secondary metabolites have been a constant inspiration in the discovery and devel-
opment of new biologically and pharmacologically active compounds. The natural pool of 
molecules possessing antimicrobial, cytotoxic, analgesic and other properties is a conse-
quence of their crucial role in the non-stop evolutionary selection enabling plant species 
to survive the harsh environmental conditions. Harnessing the activity of these natural 
products requires detailed structural elucidation and a means, either through isolation or 
synthesis, of acquiring an amount sufficient to perform biological assays. In the lines that 
follow I will try to review the basic up to date knowledge on the subject of natural product 
in drug discovery and try to confer the rational behind it, whereas the oral presentation of 
this invited lecture will provide an overview of our work performed in the field of natural 
products chemistry aiming at finding new and more efficient antimicrobial, antinocicep-
tive, antianxiety, antioxidant and/or hepatoprotective principles of enthopharmacological-
ly renowned plant species from Serbia and around the world. The work in our lab on the 
analysis of volatiles of over 100 plant species belonging mostly to the Asteraceae, Apiaceae, 
Rutaceae and Brassicaceae plant families allowed the identification of more that 1000 dif-
ferent compounds. These essential oils and other solvent extracts were fractioned in a bio-
assay guided manner and yielded their active principles in pure state. Additionally, gram 
quantities of some selected plant metabolites were made available through synthesis and 
permitted a more in depth testing of their pharmacological activity.

Introduction

Of the 520 new pharmaceuticals approved between 1983 and 1994, 39% were derived 
from natural products, the proportion of antibacterials and anticancer agents of which was 
over 60%1. Between 1990 and 2000, a total of 41 drugs derived from natural products were 
launched on the market by major pharmaceutical companies, including azithromycin, orli-
stat, paclitaxel, sirolimus (rapamycin), Synercid, tacrolimus, and topotecan. In 2000, one-
half of the top-selling pharmaceuticals were derived from natural products, having com-
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bined sales of more than US $40 billion. These included the biggest selling anticancer drug 
paclitaxel, the “statin” family of hypolipidemics, and the immunosuppressant cyclosporin. 
During 2001 we have seen the launch of caspofungin from Merck and galantamine from 
Johnson & Johnson, with rosuvastatin, telithromycin, daptomycin, and ecteinascidin-743 
due to follow in 2002.
Despite the figures, the popularity of natural products, particularly those from higher plants 
as leads for new pharmaceuticals, tends to fluctuate. At the time of writing, several of the 
world’s biggest pharmaceutical companies have reined back their natural product drug dis-
covery programs and have placed great faith in combinatorial chemistry, coupled to very 
high throughput screening. Time will tell whether this is a wise stratagem, or whether the 
unique features of compounds that are themselves derived from living organisms will once 
again see renewed acceptance.
The abundance of plant and microbial secondary metabolites and their value in medicine 
are undisputed, but one question that is only partly answered concerns the reasons for this 
abundance of complex chemical substances. In the past, the production of what we would 
now call “bioactive” substances was a mystery. A modern view is that these compounds have 
a role in protecting the otherwise defenseless, stationary plant from attack by mammals, in-
sects, fungi, bacteria, and viruses. Taking morphine as an example of a secondary metabolite 
whose value to the plant is not entirely obvious, 14 steps are required from available amino 
acids, including at least one step that is highly substrate specific2. The presence of morphine 
in the tissues of Papaver somniferum must therefore confer a selectional advantage on the 
plant3: genetic code is required for each of the enzymes involved in the biosynthesis, valu-
able amino acids are utilized in forming the enzymes, and a relatively scarce nutrient (ni-
trogen) is locked up in the compounds produced. If the morphine did not continue to have 
value for the plant, mutants would have arisen with the advantage of not having a drain on 
their metabolic resources.
We can only guess at the ecological functions of morphine. Perhaps a mammalian herbivore that 
consumed too many poppies would become drowsy and itself fall prey to a carnivore. It may be 
significant that the cannabinoids, produced in greatest abundance in the nutritious growing tips 
of the plant, also induce mental effects that would compromise a herbivore’s ability to escape a 
predator. Whatever their natural protective functions, natural products are a rich source of bio-
logically active compounds that have arisen as the result of natural selection, over perhaps 300 
million years. The challenge to the medicinal chemist is to exploit this unique chemical diversity. 
The following account illustrates how natural products can be or have been used as what are 
called lead compounds, or templates for the development of important medicines.

Attributes of Natural Products

It is now well established that natural products have chemical diversity (see Table 1 for the 
structures of a number of selected plant secondary metabolites) and biochemical specifi-
city, which clearly differentiate them from synthetic and combinatorial compounds and that 
make them favorable lead structures for drug discovery4. Natural products contain greater 
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chirality and steric complexity than either synthetic drugs or combinatorial libraries, and 
while synthetic molecules contain significantly higher numbers of nitrogen, sulfur, and halo-
gen containing groups, natural products bear higher numbers of oxygen atoms5,6. Natural 
products can be differentiated from trade drugs or other synthetic molecular libraries on 
the basis of scaffold architecture and pharmacophoric properties7. They differ significantly 
from synthetic drugs and combinatorial libraries in the ratio of aromatic ring atoms to total 
heavy atoms (lower), number of solvated hydrogen bond donors and acceptors (higher), and 
by greater molecular rigidity8, and they have a broader distribution of molecular properties 
such as molecular weight, log P and diversity of ring systems. Indeed, Grabowski9 reported 
more than 100 scaffolds in a limited set of natural products that were not contained in any 
other compound set.
It is often said that natural products lack suitable drug-like properties or are structurally 
too complex for efficient postscreen hit-to-lead development. Detailed analysis, however, 
shows that high-quality natural product libraries compare quite favorably in terms of drug-
like properties. Feher and Schmidt6 examined representative combinatorial, synthetic, and 
natural product compound libraries on the basis of molecular diversity and “drug-liked-
ness” properties such as molecular weight, number of chiral centers, molecular flexibility 
as measured by number of rotatable bonds and ring topology, distribution of heavy atoms, 
and Lipinski-type descriptors. In the overall picture for drug-like properties, Schneider and 
Lee7 determined that the fraction of natural product structures with two or more “rule-of-
five” violations is equal to that of trade drugs, approximately 10%. By applying suitable 
selection criteria, it is possible to construct diverse pure natural product libraries containing 
a high proportion of molecules with good drug-like properties10. Indeed, it is now deemed 
important to incorporate a certain degree of “natural product-likedness” into any screening 
library11. If properly characterized and constructed, a purified natural products library need 
not be large to be an effective screening source of bioactive molecules12.

Natural Products Libraries Complexity: Mixtures to Single Components

The success of any screening campaign is dependent on the nature and quality of the screen-
ing library. Natural product libraries may be composed of crude or complete extracts (tens to 
hundreds of compounds per sample), semipurified mixtures (roughly 3–10 compounds per 
sample) or pure natural products. Crude extract libraries are generally made by liquid- or 
solid-phase extraction of the fermentation broth or plant material. They require only modest 
sample preparation but demand the most resources for the identification and isolation of the 
bioactive constituents. In crude natural products libraries, highly polar or highly lipophilic 
components of the crude extract may interfere with the functioning of the assay, causing 
false positives or false negatives. In addition, one or more rounds of chemical purification 
and biological assay may be necessary to identify and isolate the active component(s) from 
the extract. This requires the continued availability of assay resources to support the isola-
tion and purification along with additional time to resolve the hit and furnish pure compound 
for further biological evaluation.
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Table 1. Some selected plant secondary metabolites: insight into the diversity of 
skeletal types, functional groups and substitution patterns 
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Prefractionated libraries can be an effective strategy to alleviate interferences encountered 
with crude libraries, and may also shorten the time needed to identify the active principle. 
There are many variations of this approach and each offers advantages of expediency or 
purity gained at the cost of up-front partial purification13.
Samples produced by the prefractionation approach are simpler mixtures and the final reso-
lution of active components requires fewer purification steps. Interferences are reduced due 
to the fact that extremely polar and extremely nonpolar components are separated from the 
bulk of the library samples14. Moreover, the relative concentration of minor components 
is increased over that in the crude, thereby enhancing the opportunity to uncover novel 
biologically active metabolites. The advantages of the prefractionation approach need to 
be balanced against the resource investment necessary to select, prepare, characterize, and 
maintain such a partially purified natural product library. Since it creates several samples 
from a single extract, prefractionation increases the size (and cost) of the library for a given 
number of extracts. Given the often-substantial costs associated with assay reagents, es-
pecially against high-value targets, it is essential that redundancy in screening libraries be 
minimized. This entails analytical characterization of the natural product library contents 
in the form of HPLC–MS or other techniques, to assure a minimum of redundancy and a 
maximum of chemical diversity.
Purified natural product libraries offer the advantage that the hit detection process is similar 
to that of synthetic single component libraries, and the robustness of the hit identification 
process depends primarily on the purity and chemical integrity of the library itself. Purified 
libraries offer considerable advantage in the detection of quality hits and in moving forward 
immediately, since the bioactive principle requires no isolation from a mixture. The down-
side to this approach is that even with modern methods of separation and automation, sub-
stantial resources are required to prepare pure natural product libraries and trace components 
will not be fully captured in pure form15. However, the increasing migration of the industry 
toward precision ultrahigh-throughput screening coupled with the overall accelerated pace 
of drug discovery have prompted a move toward highly processed or even pure natural prod-
uct libraries16. Advances in automated separations and sample processing have made puri-
fied natural products libraries much more achievable17. Besides familiar separation methods 
such as reversed phase HPLC, newer applications of countercurrent and super critical fluid 
extraction and chromatography are finding use in natural products library construction18,19. 
In any library strategy, it is important to consider two points: (1) it is essential to accurately 
characterize the content of the library to minimize duplication and maximize the chemical 
diversity and integrity20 and (2) maintaining the purity and integrity of a sizable pure com-
pound library is an often-underestimated technical challenge21. This is especially true for 
pure natural products libraries that contain complex unidentified molecules.
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Screening for natural product activity

What is a screen? A screen is an assay or biological assay that provides a tool that can be 
used to test for or establish the presence and level of a target activity in a specific sample. 
Bioassays in a screening program should be rapid, simple to conduct, relevant, capable of 
being automated, cost effective, and of the potential to deliver high throughput22-24. Appro-
priate technology should be used to permit low limits of detection. This last point is impor-
tant because the concentration of desirable compounds is unknown in each sample and so it 
behooves one to strive for the lowest possible limit of detection. Screens should also be 
specific for the molecular or cellular therapeutic target of choice. Appropriate additional 
discriminatory tests outside of the focus of the chosen target activity, such as cytotoxicity 
measurement for cell-based assays, or isotype specificity tests for molecular assays, are 
valuable in that they provide additional information relative to the overall value of a poten-
tial hit. Furthermore, data generated from all screens in which samples are tested should be 
compared so that selective hits can be identified at an early rather than a late stage. Such a 
combination of specific screens, data comparisons, and discriminatory assays makes possi-
ble the earliest selection of the best hits for continued work and success. The screens must 
work in the presence of the compounds to be tested and accordingly must be compatible with 
a given molecule’s physico-chemical characteristics. Accordingly, natural product screens 
need to be operational in the presence of solvents and buffered against extremes of pH and 
ionic strength and should not be affected by the presence of color. Screens should always 
incorporate the proper use of controls, both positive and negative. Screens should be bidirec-
tional with regard to their output and have a defined and easily interpretable endpoint. 
Screens need to be capable of delivering quantifiable data. Screens can be designed in such 
a fashion as to monitor only a single biological activity. However, there is value to the ap-
proach of coupling biological screens to evaluate multiple general biological activities in 
addition to the target activity25. This is because a compound that does not provide a target hit 
may well generate value for itself by demonstrating some other unrelated and unexpected 
activity. Alternatively, compounds that do provide hits may well expand their value by dem-
onstrating other unexpected types of biological activity. Additional considerations of the 
construction of screens, screening programs, and screen design are beyond the scope of this 
review, and the reader is instead referred to an excellent reference on the subject by Gad26. 
What will be addressed here are some of the common features of screens and screening 
specific to research on the development of natural products as drugs. Before one can begin 
to screen, it is important to know for what one wants to screen. Drug discovery begins with 
basic ideas, ideas relevant to therapeutic targets and sources of compounds27-29. Therapeutic 
targets can arise from genomics, the molecular cloning of receptors and signaling molecules, 
a detailed understanding of physiology, biochemistry, and pathology, research into folklore 
or ethnomedicine, and knowledge of the traditional uses of natural products. Sources of 
compounds can present from existing chemical libraries, historical compound collections, 
natural product libraries, combinatorial libraries, rational chemical synthesis, general or tar-
geted literature searches based upon existing knowledge or leads, and antisense oligonucle-



69

otides. The simultaneous consideration of all or at least several of these areas is essential to 
the original design of a screening program. A totally random approach in the selection of a 
source can be coupled with mass screening, but such a path is typically not successful. But 
to be fair, the random approach is more likely to generate compound novelty30. Generally, 
approaches utilizing literature searching, existing chemical libraries and folklore, ethnom-
edicine, or traditional medicine are the most popular because of their cost effectiveness. It is 
worth noting that programs and selections based on or incorporating ethnomedicine or folk-
lore are five times more effective in the ultimate generation of leads. The most effective 
approach is generally considered to be a mixing of as many components of the therapeutic 
arm with the compound source arm as opposed to the selection of any single aspect. It is 
worth noting at this point that a new approach is being used in the field of natural products 
that leads to the generation of “unnatural natural product compounds”27. This approach is 
termed biochemical combinatorial chemistry. In this technique, appropriate secondary met-
abolic enzymes are isolated from a crude natural product mixture. These enzymes are then 
used to generate unnatural metabolites, which are isolated and then subjected to a bioassay 
procedure that couples a bioassay to an analytical procedure permitting structure elucida-
tion. What does one put into a screen? It is very tempting to consider the purification of 
natural products into their individual components before embarking on screening activities. 
However, this is a very economically challenging and financially unrealistic approach31. The 
classical approach is to design a screen or screening program that will permit the use of the 
assay or assays to provide guidance to successive steps in purification. An advantage of this 
is that the effectiveness and efficiency of purification can also be simultaneously evaluated 
at the same time as biological activity is being enhanced. Ultimately, after sufficient purifi-
cation, a chemical structure can be determined for the active moiety. However, Grabley and 
Sattler32 are of the opinion that the use of cost-effective physico-chemical and chemical 
screening procedures will facilitate biological screening because of an ability to provide 
purer extracts if not pure compounds for biological screening. Some objectives should be 
kept in mind when preparing natural product extracts for their ultimate introduction into the 
screening process33. First, every attempt should be made to stop ongoing biological proc-
esses. Second, steps should be taken to provide chemical stability of the compounds in the 
extract. Third, efforts need to be made to minimize losses of material. Fourth, sample prepa-
ration costs need to be minimized. When trudging through the iterations required to purify 
mixtures, one should be sure to: (1) focus on the activity of interest, (2) focus on the 
compound(s) of interest, (3) eliminate nuisance materials such as cell parts, biopolymers, 
and other compounds not of interest, and (4) be sure to enrich the composition of compounds 
of interest. What types of screens, assays, or bioassays should be used? Assays for activity 
can be performed at a variety of levels ranging from the molecular level to the whole organ-
ism. While it is true that the high-throughput screening of synthetic compounds generated by 
combinatorial methods may be best achieved at the molecular level, Duke et al.27 are of the 
opinion that natural product screening should be performed at the highest level possible 
since more effort per compound has been invested in the discovery of each compound. His-
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torically, natural products have been subjected to what is termed bioassay- directed isolation. 
In this approach, a crude natural product mixture is subjected to fractionation and the indi-
vidual fractions then bioassayed for specific biological activity. This process continues re-
petitively with comparison of individual fraction assay data to a bioassay database. When 
the data is shown to match a previously known profile, the process is terminated and the 
sample is discarded. If the data is shown to provide a new profile, the structure of the com-
pound is determined. However, this approach can lead to the rediscovery of previously 
known compounds after significant effort has been expended. Low-molecular-weight natu-
ral products from a variety of sources represent unique structural diversity. In order to more 
adequately and efficiently access this diversity, various new strategies improving targeting 
and direction have been developed32. Modern separation/chemical characterization ap-
proaches can eliminate much of this problem by identification of the compounds before they 
are subjected to bioassay. Indeed the coupling of such techniques to biological screens can 
improve the quality of the assay result and shorten research and development time frames. 
These new tandem approaches are termed fractionation-driven bioassays. While biological 
screening directly correlates to a predefined biological effect, physico-chemical and chemi-
cal screens do not. In this latter case, lead selection is based on either physico-chemical 
properties or chemical reactivities. In both cases, the first step is the chromatographic sepa-
ration of compounds from the complex source mixture. In the second step, the physico-
chemical properties or chemical reactivities of the separated compounds are analyzed. Both 
of these chemical-based strategies have proven to be of value as auxiliary or supplemental 
methods to biological approaches. Data generated from physico-chemical and/or chemical 
screening is very helpful in the de-replication or early identification and exclusion of known 
or otherwise unsuitable compounds that occur during high-throughput biological screening 
programs. Furthermore, the use of physico-chemical and chemical screening will aid in the 
establishment and building of natural-product-based compound libraries, which could then 
be used more broadly in testing programs. There are two general types of new tandem as-
says. The first of these is referred to as the fractionation-driven bioassay. In this method, a 
crude natural product mixture is subjected to fractionation and the individual fractions then 
subjected to nuclear magnetic resonance (NMR) spectroscopy or mass spectrometry/ mass 
spectrometry (MS/MS). The structures of the compounds in the individual fractions are 
identified; and, if they are known, their biological activity profiles are evaluated from an 
existing database. If the structures are unknown, then the compounds are subjected to bio-
assay. In an alternative approach, termed the isolate and assay approach, a crude natural 
product mixture is subjected to automated fractionation and purification. The individual 
fractions are then subjected to bioassay. Desirable biological activity serves as the trigger to 
subject the sample to NMR or MS/MS and ascertain the structure(s). If the material is a 
novel compound, the structure can be optimized. If the material is a previously known com-
pound, it may well be discarded, depending on its biological activity or toxicological profile. 
A broad range of screening technologies are currently available for use in screening for 
natural-product-based drugs24. For molecular targets, such procedures would include gener-
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alized solution-phase assays, immobilized substrate assays, scintillation proximity assays, 
and time-resolved fluorescence assays. For cell based targets, cell signaling, cell communi-
cation, cell receptor, and reported gene assays are available. Isolated subcellular systems are 
also available34. Bioassays can, if desired, incorporate lower level organisms, isolated verte-
brate organs, or whole animals. In short, systems are limited only by the creativity and de-
sign of the screener. Examples of screening programs can be readily found in the literature. 
Just to reference a few, Quinn35,36 has reported on his efforts on prospecting the biodiversity 
available in Queensland; Mehta and Pezzuto37 have published on their program to identify 
cancer preventive agents from plants; El Sayed30 has reported on his screening program for 
antiviral agents; Barrett38 has written on his program to find novel antifungal agents; Yang 
and co-workers39 has reported on his search for anti-HIV compounds from natural sources; 
and Bindseil and co-workers15 have published on their experiences on screening with pure 
compounds. The emergence of high-throughput screening (HTS) has permitted the rapid 
screening of extremely large collections of structurally diverse synthetic compounds against 
a variety of novel and diverse disease targets35,36,40,41. However, despite initial hopes that HTS 
was the final solution for drug discovery, for reasons that will not be discussed here, HTS 
has not achieved that distinction. Nevertheless, HTS is still a powerful tool. HTS strategies 
focus on the ability to screen large libraries of compounds. However, the limiting factor in 
HTS is the ability to access large numbers of chemically diverse substances. Natural prod-
ucts are undoubtedly the greatest source of structural diversity. Accordingly, HTS of the 
unparalleled diversity that exists in natural product extracts offers the highest probability for 
discovery of novel lead compounds and should therefore be viewed as being complementary 
to compounds generated from combinatorial chemistry alone. The synergistic melding of 
HTS and natural products has started, and, as it progresses along its development path, excit-
ing new breakthroughs will undoubtedly be presented. As a compound generates interest 
through a variety of screening assays and progresses down the drug discovery path, certain 
questions need to be asked38. Is the chemical structure of the compound novel? Is the mech-
anism of action of the moiety novel or of utility? Is the biological activity of the compound 
useful? Is the potency of the compound reasonable? Is a proof of concept available? Is 
chemical modification of the structure possible? Is solubility a problem? Can the material be 
synthesized on a large scale? The ability to ask and answer these questions effectively early 
on in the process will be highly predictive of the ultimate success of a particular line of re-
search. While there are no “correct” answers to these questions, as answers will be different 
depending on the therapeutic indication and other available therapeutic alternatives, they 
still need to be addressed to provide proper program focus. Before ending this section, it is 
important to emphasize the necessity and importance of keeping detailed records as one ini-
tiates the screening process33. Maintenance of a secure physical inventory with a controlled 
environment and adequate records is another important detail. The use of bar code identifiers 
is very desirable for samples and relevant computer programs are readily available. It should 
be considered to be essential to establish a complete database, which should include the 
source, source location, isolation details, any relevant taxonomic information (kingdom, 
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genus, and species), and any other relevant information (third-party suppliers of reagents, 
potential pathogenicity or toxicity, relevance to any international biodiversity treaties), pres-
ervation methods, age, position or location within a freezer, and the like. Other considera-
tions in the design and management of a successful screening program could be limitation of 
access, storage of reference or backup samples, storage of a backup copy of inventory and 
database, establishment of tracking procedures, writing of standard operating practices 
(SOP) for sample handling, and temperature alarms.

Isolation and purification of natural products

Why do scientists working with natural products isolate and purify them? For one of two 
reasons: (1) to ascertain what the natural product is and (2) to carry out sufficient experimen-
tal work necessary to biologically characterize or profile the compound. It can be quite a 
sobering experience to look at a flask full of dark-colored, inhomogeneous sludge and liquid 
and realize that one is going to attempt to isolate just one particular type of molecule from 
all of the other materials that are present. To put this in perspective, typically the material 
sought after represents only about 0.0001 percent of the total biomass in the flask22,23. Then, 
just to make things even more challenging, the desired molecules can also be bound with 
other materials and molecules present in the mixture, making the desired compound(s) even 
harder to purify. It is important to keep in mind that the isolation of natural products differs 
from that of the more prevalent biological macromolecules. This is because natural products 
are typically secondary metabolites and as such are smaller in size, chemically more diverse 
in structure, and present in smaller concentrations than the more homogeneous proteins, 
carbohydrates, lipids, nucleic acids, and the like. This section will not present a condensed 
work on separation science and procedures as that is best left to any of the myriad analytical 
chemistry textbooks. What will be attempted here is to provide sufficient guidance on the 
isolation and purification of natural products so that proper focus can be assured in the de-
sign and implementation of a successful isolation and purification program. Before initiating 
an isolation and purification, there are a number of basic questions that need to be asked and 
answered. First, what are you trying to isolate and purify? There are a number of different 
possible targets: (1) an unknown compound associated with a particular biological activity, 
(2) a previously known compound present in a specific organism, (3) a group of compounds 
within an organism that are all structurally related to each other, (4) all of the metabolites 
produced by one natural product source that are not produced by another closely related 
source, or (5) all of the molecules of a particular organism. Second, why are you trying to 
isolate this material? While the asking of such a question might appear to be superficially 
inane, it is important to know why you want something so that you know how much of it you 
might need. Possible reasons for carrying out an extraction might be: (1) the generation and 
supply of larger amounts of an already known compound so that more extensive biological 
testing such as pharmacology and toxicology can be performed on the material, (2) the puri-
fication of a small amount of material for initial biological and chemical characterization to 
be performed, or (3) to purify sufficient material in order to conduct complete structural 
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studies and further biological activity characterization. Third, what type of purity is desired? 
If a natural product compound is to be used for biological testing, it is important to know not 
only the degree of purity of the material but also the nature of the impurities. It needs to be 
appreciated that the impurities themselves can contribute significantly to any biological ac-
tivity observed in the screening program. If the material is to be used in more refined phar-
macological or pharmacokinetic testing, then the material should generally be at least 99 
percent pure. If, on the other hand, the material is to be used only for chemical characteriza-
tion, the acceptable level of purity can range from 95 to 99 percent. Such a range of purity 
will generally be sufficient for the determination and assignation of a complex chemical 
structure via such techniques as NMR spectroscopy, infrared (IR) spectroscopy, and MS/MS 
spectrometry. It should be noted that if the compound under consideration is present in a 
high concentration in the starting material and a standard for that compound already exists, 
then structural confirmation can be achieved with less pure material and the associated puri-
fication scheme will be composed of fewer steps. Depending upon one’s goals, varying de-
grees of purification may be acceptable. X-ray crystallographic studies will demand mate-
rial of 99.9 percent purity, while detection of the presence or absence of a specific structural 
feature via analysis of the ultraviolet spectrum may tolerate purities down to a level of 50 
percent. An important concept of purification is that the relationship between purity of com-
pound achieved during natural product extraction and the amount of effort expended to 
achieve such a level of purity is almost exponential in nature. When starting with a crude, 
complex mixture, it is very easy to eliminate large components of unwanted material. How-
ever, as the purity begins to escalate, it can become infinitely more challenging to improve 
purity levels. For example, the effort required to go from 50 percent purity to 90 percent 
purity can pale in comparison to the effort required to go from 99.5 to 99.9 percent purity. In 
concordance with this, it is fair to state that the relationship between purity level and yield 
are also exponentially related. In a purification scheme no step delivers the desired material 
in 100 percent yield. Each extraction step results in the loss of material, and when working 
to attain very high levels of purity, losses can be extreme. While it may be necessary to take 
only very “centralized” cuts in a purification step, keep in mind that the “tail” cuts can them-
selves be later subjected to reprocessing. Fourth, what type of fractionation should be used 
in the isolation and purification scheme? All separation processes involve the division of a 
mixture into a number of discrete fractions. This process is called fractionation. Such frac-
tions can be physically separate such as the two phases of a liquid–liquid extraction or they 
may not be physically separate such as the continuous eluate from a chromatography col-
umn. The eluate from a chromatography column can then be artificially divided into frac-
tions via the use of a fraction collector. The method of fractionation depends on the sample 
and the goals of the separation. Fractions are typically equal in size and can be large or small 
in volume. The collection of a large number of small fractions improves the probability that 
each fraction might contain a pure compound. However, such an approach requires signifi-
cant work in the analysis of each fraction. Additionally, this approach may spread the desired 
compound over so many fractions that if the target molecule(s) was present originally only 
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in low levels, it may prove undetectable in any one of the fractions. Alternatively, if the 
separation process is cruder, employing the collection of only a few large volume fractions, 
a more rapid and facile tracking of the desired compound and its activity is possible. Fifth, 
what is the nature of the compound? The answer to this question depends on how much is 
already known about the compound. General features that are useful at this stage of the 
project are acid/base properties (pKa, pKb), molecular charge, stability, and solubility (hy-
drophilicity/lipophilicity). If the target molecule is an unknown moiety, it is very likely that 
little of this information is known and all of it will have to be determined along the way. If 
one is isolating a known compound, much of this information will already be available. Fi-
nally, if the goal is to isolate a number of secondary metabolites rather than a single mole-
cule, then the value of this step is less important, but an appreciation of the relative values of 
these parameters can still be useful with regard to understanding the characteristics of the 
mixture. Sixth, where is the desired activity localized? Each potential source of a natural 
product source—whether it is plant, tree, moss, bacteria, vertebrate, invertebrate, insect, ter-
restrial, or marine based—has components or parts in which the desired activity or com-
pound is present in greater concentration as opposed to other parts in which the compound 
is present in lesser amounts. To obviate any problems associated with dilution of the com-
pound and its activity, the initial biomass should be selected on the basis of its content of the 
target biological activity. Only with the thoughtful provision of answers to the above ques-
tions can one have a clear idea of what one is attempting to achieve and how to successfully 
secure the project goals. It should be obvious that there is no correct or incorrect protocol or 
standard operating procedure for the isolation and purification of natural products. Indeed, 
the final method or scheme itself is most likely to vary with the answers to the above ques-
tions as well as the natural product source and the specifics of the assays and biological as-
says that are to be used in the screening program. However, a consult of the literature is es-
sential during the design and construction of an isolation and purification program for any 
natural product compound42,43. While it is possible that extensive data may have already been 
published on the compound one is trying to isolate or compounds related to it, it is also en-
tirely possible that nothing is known. Regardless, proper use of the natural products litera-
ture can facilitate the effort invested into the design and implementation of a specific isola-
tion and purification program. A variety of different techniques can be used for the isolation 
and purification of natural product compounds22,23,44. These techniques include, but are not 
limited to, solid-phase extraction22,23, high-performance liquid chromatography (HPLC)22,23, 
gradient high-performance liquid chromatography22,23, bioautography43, thin-layer chroma-
tography (TLC)22,23, countercurrent chromatography45-47, droplet countercurrent chromatog-
raphy48, vacuum column chromatography43, desalting42, liquid–liquid chromatography49, 
paper chromatography22,23, ion exchange chromatography22,23, size exclusion chromatogra-
phy50, affinity chromatography22,23, acid–base switching technology51, centrifugal partition 
chromatography48, liquid–solid chromatography22,23, microwave-assisted extraction52, pres-
surized solvent extraction52, large-scale solvent extraction51, and supercritical fluid 
extraction53,54. While the theories along with the relative advantages and disadvantages be-
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hind each one of these procedures have not been discussed here, the listing will serve as a 
catalog of potential techniques available to the researcher. Specific details on any of these 
procedures can be obtained from any number of books on separation. A debate still exists as 
to the timing of isolation and purification in the drug discovery process31. It is always tempt-
ing to isolate and purify before screening, but understandably this can present a challenge. 
Classical approaches have used a successful marriage between purification steps and bio-
assay activity assessment to isolate, identify, and fully characterize natural product com-
pounds. It should be appreciated that with the advances in chromatographic and analytical 
techniques that have taken place over the last 15 years, the time required to proceed from an 
initial hit to an identified active compound should take no longer than for the resynthesis and 
purification of a potential active compound from a combinatorial library. Accordingly, the 
timing of isolation and purification in the natural product drug research and development 
timeline should not persist as such a point of contention as previously15.

Structure elucidation of natural products

The chemical structures of natural product compounds are tremendously diverse and can 
be very elegant in their nature55-58. Such diversity can present a challenge to the analytical 
or medicinal chemist attempting to unravel the mystery of the chemical structure of an un-
known material presented to him or her. However, modern technology has made structure 
identification simpler and faster. Today, scientists take for granted such techniques as MS, 
MS/MS, IR, Fourier transform infrared spectroscopy (FTIR), NMR, Fourier transform nu-
clear magnetic resonance spectroscopy (FTNMR), and others. It is beyond the scope of this 
review to discuss the theory and relative merits of each of these techniques, and the reader 
is urged to consult appropriate textbooks on analytical chemistry. However, it is worth men-
tioning that some particularly exciting developments in structure determination pertinent 
to the area of natural products have come from the field of computer- assisted structure 
elucidation (CASE). Several computer programs have become available for scientists to use 
and a number of publications reporting on the utility of this technological advancement have 
been forthcoming59. As has been previously described, the elucidation of the structure of a 
natural product begins with the collection of a crude material. This material is then subjected 
to a series of separation steps, usually involving chromatography, delivering in the end pure 
compound(s). Finally, a set of spectroscopic and spectrometric experiments are performed 
on the pure compound to delineate the structural characteristics. Such analysis may even 
reveal the twodimensional or three-dimensional structure of the isolated chemical. Time is 
money in the drug development business and in order to accelerate activities, the following 
steps of the structural elucidation process should be considered to be targets amenable to au-
tomation: (1) the choice of the smallest group of procedures that is most likely to reveal the 
unknown structure [NMR, FTNMR, MS, MS/MS, IR, FTIR, ultraviolet (UV), etc.], (2) the 
acquisition of data from the selected procedures, (3) the analysis of data from the selected 
procedures, and (4) the use of a computer program to construct the structure from collected 
spectroscopic and spectrometric data. Historically, structure identification has occurred after 
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purification was complete. However, not infrequently in these cases, structural identification 
revealed that all of the previous laborious steps of purification had produced a compound 
that was already known or of an undesirable type. Now, the coupling of liquid chromatog-
raphy (LC) or high-pressure liquid chromatography (HPLC) with such technologies as MS, 
MS/MS, and NMR has permitted the construction of devices that allow the injection of a 
crude sample, separation of the sample using automatically determined optimized condi-
tions, and on the fly spectrometry or spectroscopy followed by CASE for each set of ac-
quired spectra. The identification of unwanted compounds or de-replication should occur as 
early as possible in the natural product isolation and purification process to avoid the loss 
of time and funds. The development of coupled techniques has permitted the achievement 
of that goal. Indeed, coupled techniques such as LC/NMR/MS have now evolved and have 
potent application in the pharmaceutical field. As the sensitivity of instrumentation contin-
ues to improve, the value of these coupled techniques will increase even more. A number 
of powerful aids for NMR spectroscopic interpretation have emerged and are now readily 
available from instrument manufacturers and include programs such as Auralia and AMIX. 
However, any comprehensive CASE program will be based on a quality structure genera-
tor. To this point, only a few high-quality, pure structure generators have been developed. 
While over the years there have been a variety of programs that have been developed, they 
have been limited to those researched and developed by small, private groups. Now there 
are some highly capable programs that are commercially available, such as Assemble (Up-
stream Solutions GmbH, Zurich, Switzerland) and MOLGEN (http://www.molgen.de). A 
well known deterministic CASE system that is often cited in the literature is CISOC-SES, 
which is now commercially available under the acronym NMRSAMS (Spectrum Research, 
Madison, WI, USA). Another deterministic CASE program, COCON has been relatively 
recently introduced, and several examples demonstrating its value in structural elucidation 
have been reported59,60. Deterministic algorithms have a limit to the size of the molecule with 
which they can work. To overcome this, a stochastic structure generator has been published 
for the computer-assisted structure elucidation of organic molecules61. The name of the pro-
gram is SENECA. This program is written in Java and therefore is platform independent 
and allows for a simple plug-in mechanism for new spectroscopic data types. Theoretically, 
many different kinds of properties can be plugged into this system, as long as the property 
can be reliably calculated from a generated molecule. Classical CASE systems can at least 
attempt to provide the two-dimensional structure of an unknown molecule. Now, with the 
greater exposure of, availability of, capabilities of, and demand for CASE programs, efforts 
are being made toward incorporation of the ability to confidently determine the three-dimen-
sional structure of unknown molecules62. Advancements in chromatography, spectrometry, 
and spectroscopy together with breakthroughs in the coupling of these technologies are im-
portant steps in the production of a fully automated and integrated natural products structure 
determination instrument, which will provide significant advantage to the early, rapid, and 
facile identification of new natural-product based drug opportunities.
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Synthesis of natural products

Once a natural product compound has been screened for biological activity, isolated, puri-
fied, its structure identified, and the pharmacological profile refined, the journey is not over. 
The molecule may turn out to be too complex in nature and too expensive to be synthesized. 
Indeed, when compared to a purely man-made synthetic alternative, many times the natural 
product compound is quickly eliminated from further consideration because of considera-
tions of time and potential costs of synthetic production. Any given natural product com-
pound may possess unacceptable physicochemical, pharmacodynamic, pharmacokinetic, or 
bioavailability properties or demonstrate excessive toxicity and will therefore require opti-
mization of its chemical structure. Optimization involves a dissection of the lead molecule 
and the synthetic addition, removal, replacement, or modification of substituent groups so 
as to enhance the utility and efficacy of the molecule. The synthesis of a complicated mol-
ecule is a very difficult task since every group and atom must be placed in a proper position 
and with the correct stereochemistry. Such chemical structure modification or synthesis has 
been performed over decades by what might be termed more classical means. Indeed, the 
complete synthesis of natural products has been an area of interest for a long time, and the ef-
forts to produce man-made natural products has provided significant challenge and learning 
opportunity over the years56,57,63-69. Because of the widespread chemical diversity that can be 
found in natural products, an ever-expanding collection of fascinating natural product com-
pounds will continue to be presented to chemists for synthesis70. If one compares the chemi-
cal diversity of man-made synthetic products with the chemical diversity of natural product 
compounds, it quickly becomes apparent that there are significant qualitative differences be-
tween synthetics and natural products71. Natural product compounds contain more alcoholic 
and ether groups, while pure synthetic compounds possess more aromatics, amines, and 
amides. If one looks at group combinations, there are higher percentages of alcohol/ether, 
alcohol/ester, arene/alcohol, arene, alcohol, or ether functionalities in natural product com-
pounds when compared to the synthetic compounds. However, pure man-made synthetic 
compounds are found to have combinations such as arene/amine, amine/amide, or amine/
arene/amide in higher frequencies than natural product type of compounds. Finally, natural 
product compounds are found to more commonly possess bridgehead atoms and contain a 
greater number of rotatable bonds per molecule, chiral centers per molecule, and rings per 
molecule than pure man-made synthetic compounds. The importance of these differences 
is that they reveal and emphasize the complementarity of natural product compounds as a 
group with man-made synthetic compounds. Despite all of the knowledge and achievements 
that have been gained and the advances that have been made, classical synthetic organic 
chemistry will not alone unlock and open the potential of natural products to the pharma-
ceutical marketplace. Instead, the future lies in the synergistic union of classical organic 
chemistry with microbiology, biochemistry, combinatorial chemistry, and other fields to 
provide new synthetic strategies to generate natural-product-based drugs. The history and 
specific techniques of combinatorial chemistry are beyond the scope of this review, and the 
reader is referred to appropriate textbooks for discussions on that topic. While it should be 
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recognized that combinatorial chemistry is a perfect match for high-throughput screening 
because of its ability to produce large numbers of compounds in a short period of time. The 
promise of combinatorial chemistry to deliver more drug candidates within a shorter period 
of time has remained unfulfilled. What has been lacking in combinatorial chemistry is the 
skeletal structural novelty that natural products can provide17,72-82. Over time, organic syn-
thetic chemists have become interested in enzymes and their potential role in natural product 
synthesis83-85. Enzymes have great power as catalysts for regiospecific and stereocontrolled 
synthesis. These biological catalysts are very capable at room temperature of converting in-
expensive substrates into value-added products at a significantly high throughput. However, 
barriers remain to the more expanded use of enzymes in organic synthetic chemistry. The 
most important of such obstacles includes the inability of enzymes to work with unnatural 
substrates. Combinatorial biosynthesis utilizes enzymes from various natural product source 
biosynthetic pathways to create novel chemical structures86-88. The engineering of polyketide 
synthases has thus far been the central point of this activity and led to the production of sev-
eral erythromycin analogs. The end result of such research activity will be the development 
of more rational and faster methods of production of new compounds for the development of 
therapeutic agents from natural products. The research on and screening of natural products 
today is focusing on many different therapeutic indications. Fermentation broths and plant 
extracts have done well in delivering leads and genomics and molecular biology have done 
well in delivering targets. Regardless of the type of compounds involved, improved efficien-
cies in the design and synthesis of natural-product-based agonists and antagonists will be 
key to a realization of the full potential of natural products as drugs17,89,90.

Conclusions

Natural product research has been the single most successful strategy for discovering new 
pharmaceuticals and has contributed dramatically to extending human life and improving 
clinical practice. As long as Nature continues to yield novel, diverse chemical entities pos-
sessing selective biological activities, natural products will play an important role as leads 
for new pharmaceuticals. An interesting recent example is the alkaloid galantamine (Niva-
lin, Reminyl), originally isolated from the bulbs of the Amaryllidaceae family (snow-drops, 
daffodils, etc.), which has found use in the symptomatic treatment of Alzheimer’s Disease91. 
It is a reversible and competitive inhibitor of acetylcholinesterase that also interacts allos-
terically with nicotinic acetylcholine receptors to potentiate the action of agonists. By acting 
to enhance the reduced central cholinergic function associated with this disease, significant 
improvements in cognition and behavioral symptoms have been observed in patients. In this 
case it is the alkaloid itself that is used as the active compound and it will be interesting to 
see whether development leads to better drugs.
Over 90% of bacterial, fungal, and plant species are still waiting to be investigated92. High 
throughput screening methods will allow even greater numbers of samples to be tested 
against more biological targets93,94, although this approach sometimes produces more data 
than can be conveniently integrated into a research program. An alternative view is that the 
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elucidation of the biological effects of chosen compounds, in some detail, will yield insight 
into biological processes that may open avenues for medicinal chemistry research that is not 
based on pure chance. This view is based on the recognition that secondary metabolites have 
been produced and ruthlessly selected, by evolution, over a long period of time. Either way, 
the medicinal chemist has a wonderful opportunity to continue utilizing the rich chemical 
diversity offered by nature, as is shown in two recent reviews that explore this topic in some 
detail95,96.
The best approach for the identification of natural product leads is a matter of debate. Some 
very inventive techniques have been used in the bioassay-guided method; for example, by 
spraying TLC plates with reactive media that respond by producing a color change in the 
presence of an active compound. An alternative is to use an ethnobotanical or ethnopharma-
cological technique, whereby the accumulated wisdom of many generations of native plant 
users may be harnessed in the search for better medicines for all. These two techniques may 
be combined, so that the native people describe the uses to which they put the plant and the 
researchers devise a bioassay that is used to find the active components. The problem with 
any bioassay-guided technique, however, is that the inactive constituents are not identified. 
This represents a considerable waste, given that the plant has had to be collected, preserved, 
and identified. An alternative view is that it is best to extract all the constituents, with a view 
to screening in whichever way is appropriate, at that time or in the future. With modern high-
performance liquid chromatography facilities it is possible to reduce a plant to its secondary 
metabolites, as single compounds, in a few days: the products are then able to be screened 
in a high throughput manner in an equally short time and the compounds can be reevaluated 
when new screens become available. One thing is certain: the variety of natural product 
structures, after perhaps 300 million years of natural selection, far exceeds the bounds of 
human imagination, unlike the typical output from combinatorial chemistry!
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Apoptosis is an important physiological mechanism of cell death used by multicellular or-
ganisms to eliminate damaged, infected, unnecessary or potentially dangerous cells, as well 
as it plays a key role in the pathogenesis of human diseases such as cancer, autoimmune, 
cardiovascular and neurological disorders. Therefore, therapies that are able to either aug-
mented or limit the initiation of apoptosis are enormous potential to cure many of these 
diseases. During the past several years of the research on the regulation of apoptosis, rapid 
progress has been made to identify the molecules that are responsible for the regulation and 
execution of apoptosis using various experimental models of the diseases including variety 
of different cancer cell lines, myoma cells lines, as well as knock/out mice treated with the 
substances that cause various diseases, such as hepatitis. Specifically, this research work 
revealed the important role of a various proapoptotic and antitapoptotic molecules, such as 
BAP31, SPIKE, BCL-2, BAX, cytochrome C, caspases, IL33/ST2- receptors in regulation 
of apoptosis in specific experimental disease models.

Introduction

Apoptosis, a programmed cell death, is an important physiological mechanism of cell death 
in animal development and tissue homeostasis by which multicellular organisms can elimi-
nate damaged, infected, unnecessary or potentially dangerous cells1. In addition, apoptosis 
plays a fundamental role in the pathogenesis of human diseases. Inhibition or inappropriate 
activation of apoptosis has been implicated in many forms of human diseases including can-
cer and autoimmune disorders2,3. Conversely, augmented apoptosis contributes to, among 
others, Alzheimer’s and Parkinson’s diseases3. Therefore, therapies that are able to either 
augmented or limit the initiation of apoptosis are enormous potential to cure many of these 
diseases4.
 Apoptosis is characterized by a number of structural and morphological changes that are conse-
quences of the various cell disassembly processes. These changes culminate in the coordinated 
packaging of cellular contents into fragmented, membrane enclosed cell particles, apoptotic bodies, 
subsequently eliminated by neighboring epithelial cells via phagocytosis. During early stages of ap-
optosis, cells undergo morphological changes, such as cell rounding and detachment, plasma mem-
brane blebbing and fragmenation, loss of phosphatidyl serine asymmetry in the cell membrane, and 
intranucleosomal DNA fragmentation5. 



86

Apoptotic pathways: extrinsic death-receptor and the intrinsic stress pathways

There are multiple extrinsic and intrinsic initiating death-stimulating pathways that can con-
verge on mitochondria, causing permeabilization of the mitochondrial outer membrane and 
release of pro-apoptotic proteins that critically contribute to execution of cell suicide. These 
pathways are activated by diverse proapoptotic inducers such as soluble cytokines such as 
Tumor Necrosis Factor-α (TNF-α- death ligands, such as Fas6, transformed oncogenes, such 
as Ras or Myc, extensive DNA damage7, oncogenic signaling by E1A8, cell detachment from 
the extracellular matrix (anoikis), low growth factor conditions, malfunction of protein fold-
ing processes, various cytostatic agents and other examples of apoptotic stresses.
The most intensively studied extrinsic apoptotic pathway is initiated by cell surface death-in-
ducing signaling complex (DISC) through stimulation of FAS/CD95 death receptors. CD-95 
belongs to the tumour-necrosis factor receptor (TNFR) family and functions in the removal 
of activated T cells at the end of the immune response. Binding of extracellular ligand, such 
as Fas, to these receptors induces trimerization of the receptor. This trimerization leads to 
the recruitment of adapter protein FADD (Fas Associated Death Domain) through the homo-
typic interactions between death domains (DD) of FADD and cytosolic tail of death receptor. 
FADD then recruits procaspase-8 to the complex through the interactions between death 
effector domains (DED) present on both FADD and procaspase-8. These recruitments subse-
quently lead to the activation of this initiator caspase. In type I cells9, activation of caspase 8 
can initiate a downstream cascade of events by directly processing effector procaspases such 
as procaspase 3, which further contribute to execution of apoptosis(Figure 1A). In type II 
cells9, activated caspase-8 requires the death input by the mitochondrial pathway to amplify 
the death signal received from the cell surface (Figure 1B). Active caspase 8 cleaves and 
activates the regulators of the mitochondrial intrinsic apoptotic pathway, the cytosolic target 
BID, and ER resident protein BAP3110,11. Cleavage of BID, a pro-apoptotic BH3-only family 
member of BCL-2 family, by caspase 8 generates tBID, which translocates to mitochondria 
and induces the release of intermembrane pro-apoptotic factors, including cytochrome c, 
Smac/Diablo, IAPs, Omi/HtrA2, AIF and endonuclease G, into the cytosol. Released cyto-
chrome C, together with procaspase 9 and Apaf-1, become integral component of the apop-
tosome, which like caspase-8 subsequently activates downstream effector procaspases, such 
as caspase-3, -6, and -7, and apoptosis. 

Regulators of apoptosis: a BCL-2 family

BCL-2 family proteins are the major regulators of the apoptosis as well as the executioners 
of death signals at the mitochondria. They are both membrane localized and soluble proteins, 
found in numerous locations in the cells, including cytosol, mitochondria12, ER13. Their lo-
calization to different organelles is critical for their effect on apoptosis. Members of BCL-2 
family include pro- and anti-apoptotic proteins which are classified according to their con-
tent of Bcl-2 homology (BH) domains14. The family can be divided into three main groups. 
The anti-apoptotic multidomain proteins, which include BCL-2, BCL-XL, MCL1, A1, and 
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BCL-W, share homology in all 4 available BH domains. The pro-apoptotic multidomain 
proteins include BAX and BAK and posses sequence homology in BH1-BH3. However, 
the proapoptotic BH3-only members, such as BID, BAD, BIK, BIM, HRK, PUMA, NOXA 
and recently identified SPIKE15, share sequence homology within α-helical BH3 domain re-
quired for their apoptotic action. Both multidomain anti-apoptotic and pro-apoptotic BCL-2 
members, but only BIK and BIM BH3-only members, contain a hydrophobic transmem-
brane (TM) domain at their C-terminus required for their targeting to different organelles. 
BCL-2 family members are able to form homo and heterodimers resulting in conformational 
changes causing either their inhibition or activation. Anti-apoptotic members can hetero-
dimerize with pro-apoptotic members through interaction with their deep groove, formed 
by helices 1 and 2, and exposed BH3 helix on the surface of pro-apoptotic members, thus 
inhibiting or activating their proapoptotic action. In response to upstream death signaling, 
many BH3-only proteins, as well as BAX and BAK, must undergo conformational changes 
that mediate the exposure of BH3 domain and thus interaction with anti-apoptotic BCL-2 
members. Moreover, the individual BH3-only members can bind selectively to different 
multidomain BCL-2 members. For example, some BH3-only proteins, including BAD and 
NOXA, preferentially bind and inhibit anti-apoptotic members. However, other BH3-only 
members, such as BID and BIM, can bind and either inhibit anti-apoptotic members or 
activate multidomain pro-apoptotic members BAX and BAK. However, expression of all 
of BH3-only members results in the activation of BAX and BAK, which are essential effec-
tor molecules in executing mitochondrial dysfunction. Therefore, the outcome of the death 
signals regulated by BCL-2 proteins depends on the three way ratio of the anti-apoptotic, 
multidomain pro-apoptotic and BH3-only members (Figure 1B)12.

Figure 1. Apoptotic pathways: A) extrinsic death-receptor and B) the intrinsic mitochondrial stress 
pathways
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BAP31 and regulation Apoptosis in cancer cells

In addition to its predicted role in regulating the export of newly synthesized membrane pro-
teins from ER, BAP31 was recognized as regulator of apoptosis in various cancer cell lines 
soon after its discovery. Previous and current work in our laboratory has identified BAP31 
as an interacting partner of antiapoptoic BCL-2 and BCL-XL proteins at the endoplasmic 
reticulum (ER)11. It is both an upstream regulator of the novel procaspase-8 isoform, procas-
pase-8L, in response to oncogenic death signaling by E1A16 and a target of caspase 8 whose 
cleavage sensitizes the mitochondrial apoptotic pathway to BID17, 18. The cytosolic domain 
of BAP31 contains a degenerate Death Effector and overlapping Coiled Coil (DECC) do-
main flanked on either side by identical caspase-8 recognition sites (AAVD.G) and terminat-
ing in a canonical KKXX ER retrieval signal. Following activation of caspase 8, as the most 
proximal event in the FAS death pathway and presumably following pro-caspase 8L activa-
tion at the ER, BAP31 is efficiently cleaved at both caspase 8 sites, generating a membrane 
integrated p20 fragment that is a potent inducer of apoptosis when expressed ectopically, 
arguing that cleavage of BAP31 plays a role as a potential regulator of apoptosis . Consistent 
with this, caspase-resistant mutant BAP31 (crBAP31) strongly resist FAS-induced apoptotic 
membrane blebbing and fragmentation and release of cytochrome c from mitochondria, de-
spite the fact that caspases are active in these cells.18 These results indicate a role for BAP31 
in regulating cytochrome c release from the organelle in intact cells and suggest the contri-
bution of BAP31 caspase cleavage to cytoplasmic apoptosis during FAS mediated death. 

To better understand the contribution of BAP31 in this ER-mitochondrial crosstalk during 
FAS signaling, we further studied the involvement of uncleaved BAP31 in this pathway. 
During this research I generated a stable cell line in Bap31 knockout mouse cells that ex-
presses crBAP31, in which the endogenous p20 pro-apoptotic cleavage product cannot be 
generated following chemical activation of ectopic caspase 8 (FKBP-casp8) by the com-
pound FK1012Z. In this system, uncleaved Bap31 acts as a direct inhibitor of caspase–8 
proximal events by conferring resistance to cytochrome c release and cellular condensa-
tion17. In addition, a new component of the BAP complex was identified, the putative ion 
channel of the ER, A4, which cooperates with crBAP31 to inhibit FAS-initiated release of 
cytochrome c from mitochondria. Moreover, we further investigated the role of the p20 cas-
pase cleavage fragment of BAP31 at the ER in modulating mitochondrial dysfunction dur-
ing apoptosis (Figure 2). The p20 fragment, which remains integrated in the ER membrane, 
induces mitochondrial fission through ER Ca2+ signals, enhancing cytochrome c release to 
the cytosol in cooperation with other caspase-8 generated stimuli including tBID18. Thus, the 
opposing effect of uncleaved BAP31, as an inhibitor, and cleaved p20BAP31 as an activa-
tor of apoptosis puts BAP31 in the group of key anti-apoptotic regulators that are converted 
from inhibitors to promoters of apoptosis by caspase cleavage19.
Thus, BAP31 plays important roles in apoptosis both as a potential procaspase-8 activation 
complex and as a key substrate for this enzyme in mediating ER-driven sensitization of the 
mitochondrial apoptotic pathway to other “hits” at this organelle. 



89

Figure 2. Prolonged expression of BAP31- p20 caspase cleavage product induces mitochondrial 
apoptosis. (A) Expression of p20 in KB cells. Cells were infected with Adp20 and cell lysates were 
collected and analyzed by immunoblotting at the times indicated post-infection. (B) KB and H1299 
cells were infected with Adp20, and effector caspase (DEVDase) activity was measured at the indicated 
times post-infection by the ability of cell lysates to hydrolyze the fluorogenic caspase substrate DEVD-
amc. Shown is a representative experiment. (C) KB cells were mock infected or infected with Adp20 for  
35–40 h in the absence or presence of 50 M zVAD-fmk, and equivalent amounts of post-mitochondrial 
supernatants were analyzed for the presence of cyt.c by SDS-PAGE and immunoblotting.
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BAP31 and its caspase cleavage product in regulating cell surface  
expression of tetraspanins and integrin-mediated cell survival induced  
by serum starvation

Although BAP31 role as an important regulator of apoptotic death has been well character-
ized, BAP31 role in normal cell physiology has recently emerged as a focus for biochemical 
research. Indeed, BAP31 has been described as a potential chaperone/quality control factor 
proposed to regulate the transport of certain membrane proteins from the ER to the plasma 
membrane20. Regulation and maintenance of the functional integrity of the plasma mem-
brane is highly important to the normal cell physiology. Numerous diseases and pathological 
disorders including cystic fibrosis, retinal, cardiac and liver diseases, mental retardation etc., 
are associated with defects in the regulation of the transport of newly synthesized proteins 
out of ER to plasma membrane.

BAP31, a resident integral protein of the endoplasmic reticulum (ER) membrane, regulates 
the export of other integral membrane proteins to the downstream secretory pathway. Here 
we show that cell surface expression of the tetraspanins CD9 and CD81 is compromised in 
mouse cells deleted of the Bap31 gene. CD9 and CD81 facilitate the function of multiprotein 
complexes at the plasma membrane, including integrins. Of note, BAP31 does not appear to 
influence the egress of α5β1 or αvβ3 integrins to the cell surface but in Bap31-null mouse 
cells these integrins are not able to maintain cellular adhesion to the extracellular matrix 
in the presence of reduced serum (Figure 3). Consequently, Bap31-null cells are sensitive 
to serum starvation-induced apoptosis. Reconstitution of wt BAP31 into these Bap31-null 
cells restores integrin-mediated cell attachment and cell survival after serum stress, whereas 
interference with the functions of CD9, α5β1 or αvβ3 by antagonizing antibodies makes 
BAP31 cells act like Bap31-null cells in these respects. Finally, in human KB epithelial cells 
protected from apoptosis by BCL-2, the caspase-8 cleavage product, p20 BAP31, inhibits 
egress of tetraspanin and integrin-mediated cell attachment. Thus, p20 BAP31 can operate 
upstream of BCL-2 in living cells to influence cell surface properties due to its effects on 
protein egress from the ER21. 

SPIKE, a cytosolic pro-apoptotic molecule induces mitochondrial apoptosis  
in cancer

Proteins of the BCL-2 family are important regulators of apoptosis. The BCL-2 family in-
cludes three main subgroups: the anti-apoptotic group, such as BCL-2, BCL-XL, BCL-W, 
MCL-1; multi domain pro-apoptotic BAX, BAK: and pro-apoptotic “BH3 only” BIK, 
PUMA, NOXA, BID, BAD and SPIKE. SPIKE, a rare pro-apoptotic protein, is highly con-
served throughout the evolution, including C. Elegans, whose expression is downregulated 
in certain tumors, including kidney, lung and breast. In the literature, SPIKE was proposed to 
interact with BAP31 and prevent BCL-XL from binding to BAP31. In this research project 
we utilized the Position Weight Matrix method to identify SPIKE to be a BH3 only pro-ap-
optotic protein mainly localized in the cytosol of all cancer cell lines tested including Human 
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293T embryonic kidney, H1299 lung carcinoma, HeLa cervical carcinoma,and KB oral epi-
thelial carcinoma. Overexpression of SPIKE weakly induced apoptosis in comparison to the 
known BH3-only pro-apoptotic protein BIK. SPIKE promoted mitochondrial cytochrome 
C release, the activation of caspase 3 and the caspase cleavage of caspase's downstream 
substrates BAP31 and p130CAS. Although the informatics analysis of SPIKE implicates 
this protein as a member of the BH3-only BCL-2 sub-family, its role in apoptosis remains 
to be elucidated15.

Figure 3. Deletion of Bap31 sensitizes cells to serum starvation-induced cell death. (A) Mor-
phologies of the Bap31-null and Bap31-null/BAP31 cells were examined by phase-contrast micros-
copy following 21 and 42 hr culture under serum starvation conditions (0.5% FBS). (B) Cells were 
cultured for 0 and 42 h following exposure to reduced serum (0.5% FBS) and DEVDase activity 
determined by incubating cell lysates (normalized to equivalent protein) with DEVD-amc. Shown are 
the means ± standard deviations from 3 independent determinations. (C) Cells were exposed to 0 or 
48 h 0.5% FBS, stained with annexin V, and the fluorescence intensity determined by FACS analysis  
(Counts = relative fluorescence intensity).
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Antiapoptotic - Protective Role of IL-33/ST2 Axis in Con A-Induced Hepatitis 

Acute liver failure is associated with significant mortality and could be triggered by au-
toimmune hepatitis, viral hepatitis, alcohol consumption and hepatotoxins. The underlying 
pathophysiological mechanisms are still incompletely understood and therefore therapeutic 
options are limited. Cell death by apoptosis is a prominent feature in a variety of liver dis-
eases22. Concanavalin A induced liver injury is an established murine model of T cell medi-
ated hepatitis. We used this model to study the role of Interleukin 33 and its receptor ST2 in 
the induction of inflammatory pathology and hepatocellular damage. We tested sucseptibil-
ity to Concanavalin A induced hepatitis in ST2 deficient and wild type BALB/c mice and 
analyzed the effects of single injection of Interleukin 33 as evaluated by liver enzyme test, 
quantitative histology, mononuclear cell infiltration, cytokine production and markers of 
apoptosis in the liver. 

We observed that ST2 deficient mice developed significantly more severe hepatitis as evalu-
ated by biochemical and histological criteria. These findings correlated with significantly 
higher number of mononuclear cells in the liver, with statistically higher number of CD4+ 
and CD8+ T cells, NK and NKT cells and in particular F4/80+ macrophages. The level of 
pro-inflammatory TNF alpha, IFN gamma and IL-17 was also higher in sera of ST2 defi-
cient mice. In contrast, number of CD4+Foxp3+ cells was statistically higher in Wild type 
mice. Additionally, treatment of Wild type mice with single (1µg) injection of Interleukin 
33 led to attenuation of the liver injury and milder infiltration of T cells. Interleukin 33 also 
inhibits concanavalinA induced apoptosis in liver by suppressing the activation of caspase 
3, prevented the expression of BAX and enhanced the expression of antiapoptotic Bcl-2 in 
the liver (Figure 4). We concluded that Interleukin 33/ST2 axis downregulates Concanavalin 
A induced liver injury and should be evaluated as potential target in fulminant hepatitis in 
humans23.

Myotrexate induce apoptosis via mytochondrial pathway in uterus  
myoma in vitro

Uterine myomas (fibroids) are benign tumors of the myometrium that mostly develop in re-
productive-aged women. Local aplication of low doses of Methotrexate (MTX) has been im-
plicated as an effective treatment of the myoma uteri. Myotrexate is a promissing new drug 
for noninvasive treatment of fibroids. The aim of this study was to investigate cytotoxic and 
apoptotic effects Myotrexate in T hESC cells. In the study, human fibroblasts derived from 
uterine myoma (T hESC cell line) were used. The experimental group of cells was treated 
with Myothrexate at the concentrations of 1, 8 and 16 µM ) for 24h, while the control group 
represented untreated cells. The cytotoxicity was assayed by MTT test and apoptosis was 
evaluated by Annexin V-FITC assay. The mechanism of the apoptotic effect of Myothrexate 
was determined by immunofluorescence, a method used to detect both the localization and 
expression of cytochrome c and caspase 3. Myotrexate inhibited proliferation and induced 
apoptosis in T hESC cells at all tested doses. Myotrexate treatment of the cells significantly 
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Figure 4. IL-33 suppressed pro-apoptotic and enhanced anti-apoptotic genes 
A. Immunohistochemical analysis of active caspase-3 in the paraffin-embedded liver tissue sections 
after Con A injection.B. The percentage of total cells number expressing active caspase-3. The highest 
expression of activecaspase-3 was observed in the Con-A treated group (open bars) compared both to 
the control (light greybars) and IL-33 pre-treated mice (dark grey bars). Combined results of 2 experi-
ments with total of 5animals per group (Mean +/-SE; p<*0.05) C. Western Blot analysis of protein 
expression in the liver homogenates. The expression of mitochondrial BAX was attenuated and the 
expression of procaspase 3, Bcl-2 and p-ERK were increased in the liver homogenates of mice pre-
treated with rIL-33 (dark grey bars) compared with Con A only treated mice (open bars).
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increased the percentage of apoptotic cells in the experimental group compared to the con-
trol group. T hES cells stimulated with Myotrexate showed diffuse staining of cytochrome c 
indicative of its release from mitochondria to the cytosol and subsequent caspase-3 activa-
tion when compared to control cells. Myothrexate induces apoptosis in T hES cells and it is 
most likely that its mechanism of action involves the mitochondrial apoptotic pathway24.
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Diabetes mellitus is chronic metabolic disease that results from pancreatic β-cell death or 
dysfunction. In both type 1 diabetes (T1D), and type 2 diabetes (T2D) the β-cell mass is 
reduced and the remaining β-cells are stressed by the glucotoxic effects of sustained hy-
perglycemia and subsequent oxidative stress. Current strategies in diabetes management 
are directed at lowering blood glucose levels and treating the pathological consequences of 
diabetes, rather than its causes. Since a common feature of diabetes is a reduction in β-cell 
mass, developing novel therapeutic treatments and related therapeutics that control and 
promote β-cell growth and survival are highly desirable. The chemokine CXCL12 and its 
receptor CXCR4 plays a crucial role in numerous biological processes since they are re-
quired for proper cell localization throughout the body and are involved in many aspects 
of cell survival, tissue repair and regeneration. CXCL12 is emerging as a potential agent 
for treating diabetes based on its capability to promote β-cell survival through activation 
of the antiapoptotic and prosurvival Akt kinase. However, it has been shown that β-cell 
loss that underlies diabetes development is at least in part mediated by necrotic cell death. 
Programmed necrosis is frequently mediated by overactivation of PARP-1, an abundant 
nuclear enzyme that is activated in response to various cellular stresses. PARP-1 inhibi-
tion or ablation results in improved β-cell viability and prevention of diabetes development 
in animal models. Here we suggest that CXCL12 exerts its prosurvival effects on β-cells 
by modulating PARP-1 activity. Crosstalk between CXCL12 and PARP-1 would enable 
a wider range of prosurvival mechanisms which would not be limited only on preventing 
apoptotic cell death, but on preventing cell death through necrosis. These new discoveries 
support the use of CXCL12 as a potential therapeutic for diabetes treatment.

Introduction 

Diabetes mellitus is one of the most prevalent diseases in both the developed western 
world and under-developed countries1. According to the World Health Organization, some 
346 million people worldwide suffer from diabetes and this number is constantly increas-
ing. Diabetes is a chronic disease, a metabolic disorder characterized by hyperglycemia 
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which results from disrupted signaling of the hormone insulin, either because of insuf-
ficient insulin levels or an unresponsiveness of target cells to insulin action. The diabetic 
state and in particular uncontrolled hyperglycemia, promotes the development of tissue 
and organ dysfunction leading to long-term damage of the cardiovascular system, of the 
nerves in many different parts of the body, as well as of the eyes, kidneys and liver. Al-
though long-term complications of diabetes develop gradually, they are often disabling 
or even life-threatening. Indeed, the World Health Organization has estimated that 3.4 
million people have died from diabetes and its complications in 2004 and that diabetes-
related deaths will double between 2005 and 2030. Therefore, finding ways to treat and 
cure this disease has become a priority.

As the final targets for clinical intervention, different diabetic complications attract more 
attention then the insulin-secreting pancreatic β-cells which assume a central place in the 
onset and development of diabetes. Although different etiologies underlie the two major 
forms of diabetes, diabetes types 1 (T1D) and 2 (T2D), β-cell death and/or their dysfunction 
are at the core of diabetic pathophysiology2.

T1D or insulin-dependent diabetes mellitus is caused by the autoimmune destruction of 
insulin-producing β-cells residing in the pancreatic islets of Langerhans3. The infiltration 
of inflammatory cells into the islets of Langerhans, termed insulitis, results in the selective 
destruction of β-cells4. Insulitis is a common pathological feature of T1D and at the clinical 
onset of the disease, β-cells are virtually absent. The loss of insulin-producing β-cells results 
in insulin deficiency and hyperglycemia, with patients requiring daily treatment with insulin 
to sustain their lives.

Although the primary cause(s) of TD2 is unknown, insulin resistance plays an early role in 
its pathogenesis. Insulin is central to regulating glucose uptake in insulin-sensitive tissues 
such as muscle, adipose tissue and liver. Insulin-resistance reduces glucose uptake which 
in turn results in a rise of blood glucose. In time the hyperglycemia develops into a chronic 
state, and the sugar that serves as an energy fuel under physiological conditions becomes 
toxic as it induces adverse effects on cellular functions and structures in different tissues, 
a phenomenon referred to as glucotoxicity5. In addition, hyperglycaemia is commonly as-
sociated with deregulation of lipid metabolism and increased levels of free fatty acids (FFA) 
which also contributes to further β-cell dysfunction (lipotoxicity)6. The toxic metabolic en-
vironment generated by hyperglucaemia together with elevated FFA is termed glucolipo-
toxicity7. Regardless of the primary cause, chronic hyperglycemia and glucolipotoxicity are 
accompanied by progressive disruption of normal β-cell functioning, insulin secretion and 
β-cell loss.

Increased ROS levels induce β-cell dysfunction

Glucotoxicity is mediated at least in part by excess generation of reactive oxygen species 
(ROS) and other free radicals8. Based on elevated oxidants and markers of oxidative tis-
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sue damage, it has been documented that patients with diabetes are exposed to chronic 
oxidative stress9. ROS can be generated in β-cells, as in other cells, by several biochemi-
cal pathways including glucose autoxidation10, mitochondrial oxidative phosphorylation11, 
activation of the NADPH oxidases12, nonenzymatic glycation of proteins and consequent 
activation of advanced glycation end product (AGE) receptors13 and overloading of the 
hexosamine and polyol pathways14. Chronic exposure of β-cells to high glucose, therefore 
leads to excess ROS production which disturbs insulin secretion and lowers β-cell viabil-
ity through multiple mechanisms.

One of the important effects of oxidative stress in β-cells is to disrupt the mechanisms 
of normal cellular functions. Oxidative stress decreases the expression and activity of 
pancreatic and duodenal homeobox 1 (PDX-1) and V-maf musculoaponeurotic fibrosar-
coma oncogene homolog A (MafA), transcription factors which play central roles in the 
regulation of multiple genes involved in β-cell function, including the proinsulin gene15,16. 
Prevention of the loss of insulin gene expression by antioxidant enzyme overexpression 
supports the involvement of oxidative stress in glucose-mediated toxicity9. PDX-1 was 
also shown to regulate β-cell susceptibility to the cellular stress response related to the 
endoplasmic reticulum or ER stress17, and to possess antiapoptotic and proliferative ac-
tivities that help maintain β-cell mass18. In addition, elevated ROS may lead to activation 
of mitogen-activated protein (MAP) kinases and transcription factors, such as nuclear 
factor κB (NF-κB) and activator protein 1 (AP-1), thus inducing the expression of proa-
poptotic genes encoding for the BH3 interacting-domain death agonist (Bid) and Bcl-2-
associated death promoter (Bad), and downregulating the antiapoptotic gene encoding for 
B-cell lymphoma-extra large (Bcl-xL) protein19,20. These events increase the susceptibility 
of β-cells to apoptosis under conditions of oxidative stress typically observed in hyper-
glycaemia. In this way, gluco- and lipotoxicity and significantly raised ROS levels are 
important contributing factors to β-cell dysfunction, irregular insulin secretion and β-cell 
loss, and hence diabetes progression.

To prevent ROS-induced cellular structural damage and changes of molecular mechanisms, 
organisms have developed a defensive mechanism which is supported by the antioxidative 
system which includes three main groups of antioxidants. The primary antioxidants that con-
stitute the first line of defense include the antioxidant enzymes that work by preventing the 
formation of new free-radical species. The secondary antioxidants trap radicals, thereby pre-
venting chain reactions, and include the vitamins E and C, β-carotene, uric acid, bilirubin, 
and albumin. The tertiary antioxidants repair molecules damaged by free radicals, notably 
DNA, the damage of which is one of the most deleterious effects of free radicals. 

Superoxide anion, the parental form of intracellular ROS, can be converted to hydrogen 
peroxide by enzyme superoxide dismutase (SOD), and then to oxygen and water by several 
antioxidant enzymes like catalase (CAT), glutathione peroxidase (GPx), and glutathione re-
ductase (GR). However, β-cells are among the least well equipped in terms of intrinsic anti-
oxidant enzyme expression. Thus, their superoxide anion-inactivating SODs in the cytosol 
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and mitochondria are at levels of about 50% of those observed in the liver21. However, the 
amounts of hydrogen peroxide-inactivating enzymes GPx and CAT are extremely low in 
β-cells, at levels of only about 1% of those in the liver21,22. This apparent imbalance favors 
hydrogen peroxide accumulation in response to increased ROS production. Recently it was 
hypothesized that the hydrogen peroxide derived from glucose metabolism, serves as one of 
the metabolic signals for glucose-stimulated insulin secretion (GSIS)23. Therefore, accord-
ing to the current hypothesis, this vulnerability to reactive species is the price β-cells have to 
pay in order to fulfill their insulin secreting function24.

However, ROS are required for proper β-cell functioning

GSIS is regulated by the rate of glucose metabolism in β-cells. The model that explains 
the triggering of insulin secretion includes the following sequence of events: glucose 
entry into the β-cell, oxidative glucose metabolism in the cytosol and mitochondria, a 
rise in the ATP/ADP ratio, closure of K

atp
 chanels and subsequent membrane depolariza-

tion, opening of voltage-dependent Ca2+ channels, a rise in cytosolic Ca2+ and exocytosis 
and insulin secretion25,26. However, the list of signals that couple glucose metabolism to 
insulin secretion is still incomplete. A growing body of evidence supports the idea that 
hydrogen peroxide derived from glucose metabolism serves as an intracellular messen-
ger for insulin secretion27. ROS generation and thereby hydrogen peroxide generation, 
occurs in glucose metabolism and is correlated with insulin secretion. It has been shown 
that exogenously added hydrogen peroxide causes a rapid elevation in insulin release 
in rat and mouse islets and INS-1 cells under basal conditions, whereas treatment with 
antioxidants inhibits GSIS28,29,30. Hydrogen peroxide-stimulated insulin secretion is a 
Ca2+-dependent process, suggesting that hydrogen peroxide is critically involved in the 
influx of Ca2+from the extracellular space to the cytosol which allows exocytosis of in-
sulin vesicles30. The involvement of reactive species such as hydrogen peroxide in GSIS 
places pancreatic β-cells in an extraordinary situation. For their function as glucose 
sensors and producers of insulin, β-cells requires an intracellular milieu rich in oxygen 
and glucose in order to generate the signal for increased insulin secretion in response 
to elevated glucose concentration. However, chronically raised glucose levels intensify 
metabolic reactions and resulting ROS overproduction. This paradoxical situation is 
reason for caution in basing a strategy against β-cell loss and/or dysfunction on the in-
discriminate increase of activity of the antioxidant system of β-cells.

As β-cells have an especially limited capacity for inactivation of reactive species, their 
only chance of survival and proper functioning is by maintaining a redox balance. Hence 
the idea that an increased antioxidant status could improve β-cell tolerance to oxidative 
stress has been extensively examined. Overexpression of SOD, CAT, either alone or to-
gether, was shown to provide protection against oxidative stress-induced β-cell death and 
diabetes in various model systems31,32,33,34. Also, treatment with antioxidants such as N-
acetyl-cysteine (NAC) or aminoguanine (AG) preserve the insulin content and insulin 
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gene expression9. However, in spite of this protective role, antioxidant molecules and 
antioxidant enzymes can suppress the ROS-mediated signaling pathway and thereby de-
creasing GSIS24,35. For this reason, attempts at improving the antioxidant system in β-cells 
has proved to be “too much of a good thing”. By attenuating glucose-dependent ROS sign-
aling and insulin secretion this can further endanger β-cell functionality. Studies have con-
firmed a hypothesis according to which overexpression of hydrogen peroxide-scavenging 
enzymes (CAT and GPx) actually increases the likelihood of developing diabetes36,37. In 
addition, therapeutic approaches performed in large scale trials with selected antioxidants 
and T2D patients have yielded disappointing results, without any major improvements in 
long-term outcome38. Therefore, the paradoxical role of ROS in β-cell function strongly 
suggests that other approaches need to be considered for treating diabetes.

Current strategies for treating diabetes

β-cell dysfunction and its consequences are currently treated in several different ways. In-
sulin replacement therapy is used in T1D and advanced stages of T2D. Insulin therapy is 
life-saving, however, it does not restore normoglycemia since postprandial levels of glucose 
continue to be excessively high in individuals on insulin replacement therapy. Thus, insulin 
therapy must be delivered by multiple daily injections or continuous infusion and the effects 
must be carefully monitored to avoid hyperglycemia, hypoglycemia, metabolic acidosis and 
ketosis.

Replacement of β-cells can be achieved with pancreatic transplants. Whole pancreas or pan-
creatic islets transplantation was a promising procedure for treating T1D patients some 20 
years ago. A recent report suggests that the major problem is that transplanted islets over time 
lose their ability to function, with most recipients returning to using insulin39. In addition, 
risks of islet transplantation include risks that are associated with the transplant procedure, 
in particularly bleeding and blood clot formation, as well as the side effects of immunosup-
pressive drugs that transplant recipients receive in order to prevent the immune system from 
rejecting the transplanted islets40. These issues must be solved before islet transplantation 
becomes a conventional therapeutic option for T1D patients.

Autoantigen-based vaccines are another novel approach for T1D patients treatment. It has 
been shown that the onset of insulitis can be diminished in the non-obese diabetic (NOD) 
mouse type 1 diabetes model by inoculation with endogenous β-cell autoantigens. However, 
major improvements in autoantigen-based vaccination strategies came with linkage of the 
autoantigen to adjuvants. This vaccine strategy has shown increasing promise for an effec-
tive, safe, and persistent suppression of β-cell specific autoimmunity. Although multi-com-
ponent vaccines have been shown to be highly effective in animals, clinical trials for sup-
pression of β-cell autoimmunity in human diabetes patients remain to be accomplished41.

People with T2D are generally treated with drugs that stimulate insulin production and 
secretion from the β-cells. A major disadvantage of these drugs, however, is that insulin 
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production and secretion is promoted regardless of the level of blood glucose. Thus, food 
intake must be balanced against the promotion of insulin production and secretion to avoid 
hypoglycemia or hyperglycemia.

In recent years several new agents have become available to treat T2D. These strategies 
include reducing insulin resistance using glitazones, reducing hepatic glucose production 
through biguanides, and limiting postprandial glucose absorption with α-glucosidase inhibi-
tors42. Treatment with these agents is directed at lowering circulating blood glucose and in-
hibiting postprandial hyperglycemic spikes. However, the drop in hemoglobin A1c obtained 
by these newer agents is less than adequate, suggesting that they will not improve the long-
term control of diabetes mellitus.

Most recently, glucagon-like peptide-1 (GLP-1), a hormone normally secreted by neuroen-
docrine cells of the gut in response to food, has been suggested as a new treatment for T2D. 
GLP-1 treatment has an advantage over insulin therapy because GLP-1 stimulates glucose-
dependent insulin secretion and production by pancreatic beta cells, which turns off when 
blood glucose levels drop. GLP-1 promotes euglycemia by increasing insulin release and 
synthesis and inhibiting glucagon release. Recently it was shown that pancreatic α-cells 
are also capable of producing GLP-1 in response to signals secreted by injured β-cells in 
the islets. As GLP-1 also exerts pro-proliferative and cytoprotective (anti-apoptotic) actions 
on β-cells, and may stimulate β-cell neogenesis, potential benefit from GLP-1 treatment 
could be much higher than initially supposed43. Most of the above-mentioned treatments are 
directed at lowering blood glucose levels and treating the consequences, rather than causes 
of diabetes. Because a common feature of diabetes is a reduction in β-cell mass, therapeutic 
treatments and related therapeutics that control and promote β-cell growth and survival (as 
GLP-1) are highly desirable in the field of medical science.

The basis for a potential novel strategy for preserving β-cell viability and 
function in diabetes

A novel challenge in the treatment of diabetes is to find a means to preserve or enhance 
β-cell mass by stimulating the growth of new β-cells, prolonging the lifespan of present 
β-cells, or both44. Advances in β-cell research have recently illuminated the important roles 
that the chemokine (C-X-C motif) ligand 12 (CXCL12) and the nuclear enzyme poly(ADP-
ribose) polymerase-1 (PARP-1) assume in preserving β-cell viability. Chemokine CXCL12 
and its receptor CXCR4 were shown to be an obligatory component of pancreatic islet for-
mation during embryogenesis45 and pancreatic islet regeneration46. At the same time, it was 
reported that the CXCL12/CXCR4 axis exerts cytoprotective actions on islet β-cells and 
promotes their survival. The ability of chemokine CXCL12 to protect existing β-cells and 
stimulate β-cell regeneration has recently elevated it to a central position in potential strate-
gies for diabetes treatment. Poly(ADP-ribose) polymerase-1 (PARP-1) was shown to be 
an important regulator of cell death and a key molecule in maintenance of cellular energy 



103

homeostasis. For the last two decades, the role of PARP-1 activation in the process of β-cell 
death has been subject to extensive investigations in vitro and in vivo. The complete protec-
tion of rodents treated with PARP-1 inhibitors or of mice lacking the PARP-1 gene from 
chemically-induced diabetes is remarkable and has identified PARP-1 as an essential down-
stream executor of diabetes development in animal models47. The prominent role of PARP-1 
in diabetes development is attributed to the direct protective effects of PARP-1 inhibition 
(whether genetic or pharmacological) on β-cell survival.

CXCL12 has an important pro-survival role in β-cells

The chemokines are a family of small (8–10 kD) secreted cytokines with more than 50 fam-
ily members. Chemokines mediate their function through specific heptahelical transmem-
brane G protein-coupled receptors48. The binding of chemokines to their receptors triggers 
specific signal transduction pathways, leading to diverse biological responses, including 
calcium flux, chemotaxis, respiratory burst, degranulation, phagocytosis and lipid media-
tor synthesis49. CXCL12 or stromal derived factor-1 (SDF-1), is a chemokine originally 
cloned from a bone marrow-derived stromal cell line by Tashiro et al.50. It is constitutively 
expressed in a wide range of tissues, including the bone marrow, lymph nodes, liver, lung, 
brain, heart, kidney, thymus, stomach, and abundantly in the pancreas, spleen, ovary and 
small intestine51. Most chemokine receptors are promiscuous as each can bind with high 
affinity to multiple chemokine ligands, this being an essential quality of chemokines to fine 
tune specific chemokine-induced responses. However, the opposite holds true for CXCL12 
as its receptor CXCR4 exhibits very high specificity for CXCL1252. It was believed that 
the CXCL12/CXCR4 ligand-receptor pair acts without crosstalk with other chemokines or 
receptors, however recent data shows that CXCL12 also binds to and activates chemokine 
receptor CXCR753. CXCR4 is highly conserved across species and is expressed on a wide 
variety of cell types, including hematopoietic cells, vascular endothelial cells, neurons, mi-
croglia and astrocytes51.

A major function of the CXCL12/CXCR4 axis is chemoattraction during leukocyte traffick-
ing and stem cell homing during which local tissue gradients of CXCL12 attract circulating 
hematopoietic and tissue-committed somatic stem cells54. Also, the CXCL12/CXCR4 axis 
is critically involved in processes such as embryonal development55, regulation of angiogen-
esis56, regulation of HIV infection57, cancer growth and metastasis58. Although a number of 
chemokines play critical roles in organogenesis, CXCL12 and CXCR4 comprise the only 
chemokine/chemokine receptor pair that individually results in late embryonic lethality in 
mouse knockouts59. Genetically deficient embryos display severe defects in their gastroin-
testinal vasculature, cerebellar neuron migration, cardiac ventricular septal closure, B cell 
development, and hematopoietic bone marrow colonization60,61,62. These defects highlight 
the important and conserved role of CXCL12 as a factor determiniong proper cell localiza-
tion throughout the body. The CXCL12/CXCR4 axis is also involved in many aspects of 
cell survival and tissue repair and regeneration63. The importance of CXCL12 in stem and 
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progenitor cell recruitment has been established by observation that selective expression of 
CXCL12 in injured tissues correlates with adult stem cell recruitment and tissue regenera-
tion64. The capability of CXCL12 to improve the process of tissue regeneration is of particu-
lar interest in diabetes where the irreversible loss of β-cell mass underlies the disease.

Regeneration of pancreatic β-cell mass after either toxin- or autoimmune-mediated destruc-
tion is possible in the young rodent, however, the extent of the recovery decreases with age 
and is incomplete in adult life65. Under specific conditions the renewal of β-cells occurs 
postnatally, while β-cells potentially originate from several sources. At the moment, there is 
evidence for an increase in β-cell mass through replication of existing β-cells, as well as via 
neogenesis from multipotent precursor cells residing in pancreatic ducts65. In the γ-interferon 
transgenic mouse, the model system of regenerating pancreas, it was shown that CXCL12 
is an essential component in survival, proliferation and migration of CXCR4-expressing 
ductal epithelium cells in response to a CXCL12 gradient45. It is believed that the age-related 
loss of regenerative capacity after β-cell depletion is caused by a lack of one or more rate-
limiting trophic stimuli but that it is potentially reversible65. CXCL12 might be the missing 
trophic factor as it is widely expressed in pancreatic cells, including β-cells, during embryo-
genesis, while in the adult pancreas CXCL12 expression is restricted to cells surrounding 
ducts and the microvasculature66.

The prosurvival effect of CXCL12 observed upon binding to the CXCR4 receptor is another 
well documented feature of the CXCL12/CXCR4 axis. The CXCL12/CXCR4 pair has been 
shown to exert survival-enhancing effects on CD4+ T cells, dendritic cells, early cells of the 
T-lymphoid series, myeloid progenitor cells (MPC) in human peripheral blood and cord blood 
(CB), and MPC in mouse bone marrow67,68. Besides blood cells, treatment with CXCL12 pro-
tects INS-1 cells (a rat insulinoma cell line), against injury induced by serum withdrawal, 
thapsigargin, cytokines and glucotoxicity44. Also, transgenic mice expressing CXCL12 under 
the control of the insulin promoter in β-cells (RIP-SDF-1 mice) are protected against STZ-
induced diabetes, suggesting that CXCL12 agonists could provide beneficial effects in the 
treatment of diabetes69.

CXCL12 has been shown to exert its protective effects by activating the prosurvival phos-
phatidylinositol 3-kinases (PI3K)/Akt and extracellular-signal-regulated kinase (ERK) path-
ways70. Akt, also known as protein kinase B (PKB), is serine/threonine protein kinase that 
functions as a central node in cell signaling downstream of growth factors, cytokines, cell 
stressors and other stimuli that critically influence different cellular processes such as cell 
growth, survival, apoptosis and proliferation. Akt kinase enhances cell survival by block-
ing the function of proapoptotic proteins and thus inhibiting the apoptotic process. It has 
direct effects on the apoptotic pathway by targeting the proapoptotic Bcl-2 family member 
Bad whose phosphorylation completely inhibits its proapoptotic function71. In addition, Akt 
phosphorylates caspase-9, an initiator caspase involved in the intrinsic apoptotic pathway, 
which results in attenuation of its proteolytic activity72. Akt kinase also affects the tran-
scriptional response to apoptotic stimuli through phosphorylation of transcription factors 
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forkhead box protein O (FOXO) and p53. Phosphorylation of FOXO by Akt displaces this 
trans-acting factor from target genes and triggers their export from nucleus. Through this 
mechanism, Akt blocks FOXO-mediated transcription of target genes that promote apop-
tosis, cell-cycle arrest and metabolic processes73. Another substrate for Akt is the murine 
double minute (MDM2), an ubiquitin ligase that triggers p53 degradation. Phosphorylation 
of MDM2 by Akt promotes translocation of MDM2 to the nucleus where it negatively regu-
lates p53 function74.

The above-mentioned beneficial effects of Akt were documented in pancreatic β-cells as 
well. In studies with Akt knockout mice and transgenic mice constitutively expressing active 
Akt in β-cells, Akt was shown to be a major regulator of β-cell mass75,76. Akt overexpression 
in β-cells leads to islet hyperplasia and resistance to streptozotocin (STZ)-induced apopto-
sis77. The enhancement of β-cell mass may be attributed to β-cell survival rather than to the 
proliferation of existing β-cells. It has been shown that the hormones like insulin-like growth 
factor 1 (IGF-1), insulin and glucagon-like peptide-1 (GLP-1) that regulate β-cell prolifera-
tion and survival, exert their effects via Akt activation in β-cells69. In addition, Yano et al. 
reported that CXCL12 promotes pancreatic β-cell survival through Akt activation69.

ERK1/2 is another kinase downstream of the CXCL12/CXCR4 axis. The serine/threonine 
kinase(s) ERK1/2 belongs to the mitogen-activated protein kinase (MAP) kinase family. 
Although activation of ERK1/2 can promote apoptotic cell death as the other MAP kinases78, 
the general consequence of ERK1/2 activation is promotion of cell survival, growth and dif-
ferentiation79. ERK1/2 exerts its effects through downstream transcription factor targets that 
include NF-κB, cAMP response element-binding protein (CREB), Ets-1, AP-1 and c-Myc. 
These transcription factors induce the expression of genes important for cell cycle progres-
sion and proliferation (cyclins, Cdks, growth factors), and for apoptosis prevention and cell 
survival, by regulating the expression of antiapoptotic Bcl-2 and cytokines80. ERK1/2 is 
phosphorylated and activated via diverse signal transduction mechanisms initiated by phos-
phorylation of receptor tyrosin kinases (RTKs) or stimulation of G-protein-coupled receptors 
(GPCRs). Thus, binding of CXCL12 to the CXCR4 receptor induces activation of ERK1/2 
in various cell types, from B and T-lymphocytes, neuronal cells to pancreatic exocrine and 
duct cells45,81,82,83. However, Yano et al. reported that treatment with the CXCR4 antago-
nist AMD3100 does not influence the ERK1/2 phosphorylation status in pancreatic β-cells 
(MIN6 cells), suggesting that CXCL12 exerts its prosurvival effects in β-cells primarily 
through activation of Akt69.

According to a novel hypothesis, CXCL12 has the potential to enhance β-cell survival not 
only through antiapoptotic and autocrine actions, but also through a paracrine effect on adja-
cent α-cells in the islet of Langerhans44. It was shown that injured β-cells produce CXCL12 
and that the subsequent activation of the CXCL12/CXCR4 axis in α-cells stimulates α-cell 
proliferation and switches its biological functions. Namely, α-cells that normally produce 
glucagon involved in glucose metabolism, after activation of the CXCL12/CXCR4 axis 
switch to providing local growth factors such as GLP-1 which is involved in the regenera-
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tion of the injured β-cells44. It was previously documented that GLP-1 has antiapoptotic85 
and proliferative effect43 on pancreatic β-cells. Therefore, in response to β-cell injury, the 
combination of CXCL12 secreted by β-cells and GLP-1 secreted by α-cell acts synergisti-
cally on β-cells to enhance their growth and survival44. The GLP-1 is already in use as a 
therapeutic agent in T2D patients because of its effect on glucose metabolism. Treatment 
with combination of GLP-1 and CXCL12 would not only stimulate insulin secretion, but 
also exert a direct effect on β-cells, enhancing β-cell mass and promoting their survival. Use 
of the CXCL12/GLP-1 combination is currently considered as a novel approach in treating 
diabetic patients.

…as well as PARP-1

PARP-1 is an abundant nuclear enzyme that catalyzes the polymerization of poly(ADP-
ribose) (PAR) polymers on itself and other target proteins, including histones, DNA re-
pair proteins and transcription factors. PARP-1 uses NAD+ as a donor for the ADP-ribose 
unit whose polymerization results in linear or branched PAR polymers85. The catabolism of 
poly(ADP-ribose) polymers to free PAR or mono(ADP-ribose) is mediated by poly(ADP-
ribose) glycohydrolase (PARG). PAR, as a negatively charged polymer, critically influenc-
es target or interacting proteins by modulating their function, structure and localization86. 
Poly(ADP-ribosyl)ation plays a variety of roles in many cellular processes, including DNA 
damage repair, chromatin modification, transcription and cell death. Until recently, PARP-1 
was solely seen as DNA damage sensor as it was established that it can bind to both sin-
gle- and double-strand breaks and that this interaction leads to activation of its enzymatic 
activity85. However, more recently it was shown that PARP-1 can also be activated in the 
absence of DNA damage by binding to nucleosomes or specific DNA structures, as well as 
by post-translational modifications86,87.

Cells are constantly exposed to various extracellular and intracellular stress signals and the 
propagation of these signals involves crosstalk between many signaling pathways. Studies 
over the past years have placed PARP-1 in the junction of converging signaling pathways, 
recognizing it as a crucial determinant of cellular fate. Activation of PARP-1 and subsequent 
poly(ADP-ribosyl)ation of target proteins leads to immediate and dramatic biochemical re-
sponses, including chromatin remodeling, recruitment of the DNA repair machinery, modu-
lation of activity of the transcriptional machinery and redistribution of the key regulatory 
proteins to different cellular compartments88. The specific role of PARP-1 in deciding cell 
fate depends on the type and intensity of stress signals and also on the metabolic and prolif-
erative status of the cell. According to the prevailing view, a cell exposed to stress stimuli 
can enter different pathways depending on above mentioned circumstances. PARP-1 activa-
tion induced by mild or moderate stress signals leads to transcription and DNA repair that 
are aimed at maintaining genome stability and promoting cell survival without the risk of 
passing on mutated genes. In contrast to its role as a survival factor, PARP-1 acts to promote 
cell death in the presence of severe or sustained stress signals.
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A cell can die through one of two cell death processes – apoptosis or necrosis. Apoptosis 
is a highly organized physiological process of cell death that is regulated by homeostatic 
mechanisms which allow for the safe elimination and disposal of cells. It is triggered and ex-
ecuted through an elaborate network of biochemical events and is energy dependent. Acute 
cell damage resulting from accidental exposure of cells to extreme physical damage, toxic 
insults and severe changes of physiological conditions induces a non-apoptotic type of cell 
death referred to as necrosis. Necrosis does not require the expenditure of cellular energy 
and is traditionally considered to be a disorganized process. However, evidence suggests that 
necrotic cell death can also be initiated from intracellular signals, i.e. that a cell can initiate 
its own death through the necrotic pathway89. PARP-1 is one of the mediators of so called 
programmed necrosis. In response to severe DNA damage, PARP-1 is activated very quickly 
which results in extensive auto- and poly(ADP-ribosyl)ation of target proteins. As PARP-1 
uses NAD+ as a substrate for this reaction, and NAD+ is important cofactor in the process of 
glucolytic ATP synthesis, hyperproduction of PAR polymers leads to a severe depletion of 
cellular NAD+ and ATP, with the ensuing energy failure resulting in necrotic cell death90. As 
apoptosis is an energy-dependent process, PARP-1 must be proteolytically inactivated early 
in this process in order to protect the cell from ATP depletion and necrosis, as well as unsuc-
cessful attempts at DNA repair in a cell already ’foreseen’ to die. During apoptosis, caspas-
es-3 and -7 cleave PARP-1 into two fragments, separating the DNA binding and catalytic 
domains, thus resulting in inactivation of PARP-1 enzymatic activity91. Although PARP-1 
activity seems to be dispensable for apoptotic process, PARP cleavage is necessary for ap-
propriate function of the apoptotic machinery. Thus, PARP-1 serves as a molecular switch 
between apoptosis and necrosis, as its rapid activation can quickly prevail over the slower 
caspase-mediated apoptotic process. In addition, inhibiting or deleting PARP-1 which pre-
serves cellular NAD+ and ATP pools, results in an increase in apoptosis after exposure of 
cells to severe stress signals that would otherwise induce necrosis92.

A critical role for PARP-1 in determining cell fate is confirmed by the observation that 
pharmacological inhibition or genetic deletion of PARP-1 protects cells or animals from 
pathophysiological conditions that lead to aberrant cell death, as seen in ischemia-reper-
fusion injury, glutamate excitotoxicity, cardiac infarction and inflammatory injury93. Moreo-
ver, PARP-1 knockout animals are protected against the development of insulin-dependent 
diabetes mellitus after exposure to the alkylating agent streptozotocin94,95. The same effect 
was achieved with PARP-1 pharmacological inhibitors, such 3-aminobenzamide (3-AB)93. 
The combined results from in vivo and in vitro studies using PARP-1 inhibitors indicate that 
protection against diabetes development is the result of a direct protection from necrotic cell 
death of β-cells. Namely, it was shown that treatment of β-cells or islets with a cytokine 
combination, ROS, nitric oxide (NO), hydrogen peroxide or STZ inhibits insulin secretion, 
induce PARP-1 activation, decrease in NAD+ and ATP, and results in cell death by necro-
sis93. Therefore, inhibition of PARP-1 activity and resulting energy failure is essential for the 
survival of β-cells and for the protection of animals from experimentally-induced diabetes94. 
It seems that PARP-1-mediated necrotic cell death is also relevant for the pathogenesis of 
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other diabetic complications, since treatment with PARP-1 inhibitors or genetically ablated 
PARP-1 alleviates, although it does not completely prevent, diabetic kidney disease, diabetic 
cardiomyopathy, diabetic microvascular complications and neuropathy96,97,98. PARP activa-
tion, thus, is a unique checkpoint in the development and progression of various diabetic 
complications.

Crosstalk between CXCL12 and PARP-1 promotes β-cell survival

Taking the earlier studies into consideration and the overall valuable effects of chemokine 
CXCL12 on pancreatic islets, our primarily goal is to explore the mechanisms involved in 
CXCL12-induced β-cell survival. As a model system we used the the Rin-5F rat insulinoma 
cell line: wild-type cells served as a control for stably transfected Rin-5F cells expressing 
human CXCL12. Ilhan et al. reported morphological difference between two cell lines99. 
The CXCL12-transfected cells mainly display a three-dimensional, cluster-like growth pat-
tern, whereas the Rin-5F wild-type cells mostly display a two-dimensional, monolayer-like 
growth pattern. They demonstrated over-expression of human CXCL12 at the gene copy 
number and protein level. In CXCL12 transfectant clones, human CXCL12 gene copies 
exceeded the endogenous rat CXCL12 gene copy number 50–1000-fold. In wild-type Rin-
5F cells, the endogenous rat CXCL12 copy number was comparable to the value detected 
in stable transfectants, whereas the human CXCL12 gene was absent. Supernatants taken 
from Rin-5F human CXCL12 transfectant clones contained 300–1000 pg/ml/106 cells/24 h 
of CXCL12, allowing for autocrine and paracrine CXCL12 signaling in stable transfectants, 
while the supernatants taken from wild-type cells were negative for the presence of this 
chemokine99.

Our preliminary results suggest that Rin-5F cells overexpressing CXCL12 exhibit consider-
able resistance to both streptozotocin and hydrogen peroxide treatments in comparison to 
wild-type Rin-5F cells. According to the literature, the improved survival was most likely 
mediated by activation of Akt and/or ERK kinases that possess antiapoptotic and prolifera-
tive, prosurvival properties. However, it has been documented that β-cells can also undergo 
necrotic cell death in autoimmune attack or under glucolipotoxicity conditions. Considering 
the important role of PARP-1 in the induction of a necrotic type of cell death, we assumed 
that the prosurvival effects of CXCL12 could be at least in part mediated by modulation of 
PARP-1 activity. In agreement with our hypothesis, preliminary results indicate that CX-
CL12-overexpressing Rin-5F cells possess considerably lower PARP-1 activity in compari-
son with wild-type Rin-5F cells. Although pharmacological inhibition of PARP-1 improves 
β-cell viability, uncontrolled inhibition of an enzyme with so many important functions in 
the cell could contribute to genome instability. Therefore, an intrinsic mechanism of fine 
tuning PARP-1 activity would be a much more desirable mode in β-cell protection.

Recently, several new regulators of PARP-1 activity have been identified, including several 
kinases. Phosphorylation of PARP-1 can result in both augmentation and inhibition of its 
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enzymatic activity, depending on the kinase involved. Protein kinase C (PKC) and DNA-
dependent protein kinase (DNA-PK) phosphorylate and inhibit PARP-1 activity, while 
PARP-1 phosphorylation mediated by 5' AMP-activated protein kinase (AMPK), ERK1/2 
and c-Jun N-terminal kinase (JNK) was found to promote the catalytic activity of PARP-1100. 
We propose that some of the kinases downstream of the CXCL12/CXCR4 axis phosphor-
ylate PARP-1 and lower its activity in CXCL12-overexpressing Rin-5F cells. Reduction of 
PARP-1 activity, in contrast to its inhibition, would allow repair of the damaged DNA and 
basic transcriptional activity in cells exposed to stress, but at the same time it would prevent 
PARP-1 overactivation, energy failure and necrotic cell death. The proposed modulation 
of PARP-1 activity by CXCL12 is a novel mechanism that would additionally explain the 
prosurvival effects of CXCL12.

Concluding remark

Diabetes mellitus remains an incurable disease. In view of the fact that β-cell dysfunction 
and cell loss is the central pathogenic mechanism in diabetes, it is our opinion that β-cells 
remain the prime target in the search for an effective diabetes treatment. Through an in-
creased understanding of the cellular mechanisms and factors that control β-cell growth and 
survival, we may be able to glimpse a novel treatment for diabetes essentially based on aug-
menting β-cell mass. Aside from its potential to stimulate β-cell regeneration, its ability to 
prevent β-cells from entering the apoptotic process as well as to undergo necrotic cell death 
by modulating PARP-1 activity places chemokine CXCL12 in the focal point of developing 
strategies for diabetes treatment.
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What do heart disease, diabetes, neurodegenerative disease, stroke and cancer have in 
common? Chronic inflammation-the long-term inflammatory processes directed at a 
particular endogenous or exogenous antigen. It has been estimated that inflammatory 
biomarkers have a strong predicted genetic component. The idea is to define genetic 
markers from the various biological pathways (cytokines, chemokines, growth fac-
tors, bioactive molecules, endogenous proteases, regulatory RNA) that could affect and 
modulate inflammation and response to inflammatory stimuli. The aim is to establish 
a link between genetic susceptibility to various diseases and the response to inflam-
matory signaling, and to examine and demonstrate the utility of gene or genome-wide 
association studies findings in improving disease prevention by inclusion of genetic risk 
factors in calculation of the disease risk score. During this process, the new molecular 
mechanisms that underlie inflammation, regulation and pathological changes in hu-
man diseases have become known. 

Molecular Basis of Chronic inflammation 

Chronic inflammatory diseases are defined by long-term inflammatory processes directed at 
a particular endogenous or exogenous antigen. Within this definition, there is considerable 
overlap with autoimmune conditions such as multiple sclerosis, but it can also be extended 
to cover a range of other conditions that would not normally be termed ’autoimmune’, such 
as, atherosclerosis. However, atherosclerosis also may be viewed as a chronic autoimmune 
disease with adaptive immune responses to atherosclerosis-associated antigens. 

Inflammation is an important component of host defense; however, excessive or uncon-
trolled inflammation can disrupt normal tissue homeostasis. Traumatic injury can produce 
a massive, systemic inflammatory response that complicates resuscitation and patient out-
comes. In addition, smaller, chronic tissue insults that occur during disease formation, such 
as long-term infectious agents, hyperlipidemia, hyperglycemia, ischemic injuries, elevated 
oxidative stress, etc., can alter the expression of inflammatory mediators and receptors, as 
well as intracellular signal transduction pathways and structural components in the target tis-
sue (vascular endothelium, blood brain epithelium, renal epithelium, middle ear epithelium) 
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facilitating exaggerated inflammatory responses or a chronic inflammatory state. However, 
the stable presence of activated monocyte–macrophage cells in the target tissue is pathogen-
ic. Key point is that endothelial cell (in the vessel wall/in blood brain barrier) and epithelial 
cells (in the kidney/middle ear) become disrupted or activated, when growth factors and 
degrading proteases are released from infiltrating mononuclear cells monocite/macrophage 
or resident macrophages of the brain and spinal cord (microglia cells that are a type of glial 
cell in CNS) or activated fibroblasts. 

Pathological features of both atherosclerosis and multiple sclerosis are disruption of en-
dothelium (blood vessel endothelium or blood brain barrier endothelium) formation of 
inflammatory lesions (plaque) with inflammatory infiltrates that mainly consist of lym-
phocytes and macrophages (in particular monocyte-derived macrophages)1,2. Blood-
derived inflammatory cells participate in and perpetuate a local inflammatory response. 
Blood leukocytes, mediators of host defenses and inflammation, localize in the earliest 
lesions both in brain and blood vessel and the first phase of both diseases is defined as 
inflammatory phase. Cytokines and vasoactive peptides, such as tumor necrosis factor 
(TNF)-a, angiotensin (Ang) II, can induce the expression of adhesion molecules, which 
causes leukocytes rolling along endothelial cells to adhere at the site of activation3-5 stimu-
late macrophages to “eat” lipids (ox LDL, or myelin) and form inflammatory cores (that 
perpetuate inflammation) and finally tissue damage lesions. 

Pathological changes and proinflammatory cascade become extended by production not 
only cytokines and growth factors but also extracellular proteases, e.g. matrix metallopro-
teinases (MMPs). MMP production by monocyte/macrophages is dependent on the cell 
type, state of differentiation, and/or level of activation. The MMPs play an important role 
in tissue remodeling associated with various physiological and pathological processes. 
They are known to be involved in the cleavage of cell surface receptors, the release of 
apoptotic ligands (such as the FAS ligand), and chemokine/cytokine in/activation6. MMPs 
are also thought to play a major role on cell behaviors such as cell proliferation, migration 
(adhesion/dispersion), differentiation, angiogenesis, apoptosis, and host defense. They are 
suggested to play a role in the influx of inflammatory cells into the CNS, disruption of the 
BBB, and have been shown to degrade myelin in vitro7-9. In atherosclerosis they play an 
important role in extracellular matrix remodeling, cell migration and plaque remodeling 
and rupture10, 11

Heritability of inflammatory biomarkers

It has been estimated by twin studies that inflammatory biomarkers have a strong predicted 
genetic component12. As genetic effects are fixed during lifetime the idea was to define her-
itable inflammatory characteristics in humans, to assess lifelong inflammatory status more 
accurately. During the last decade the enormous quantity of data indicated that inflammatory 
molecules and pathways plays important role in different end organ damage. In this paper we 
will focus on the genetics of inflammatory condition in a subset of inflammatory diseases: 
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within cardiovascular system (atherosclerosis) and within central nervous system (multiple 
sclerosis), to define genetic markers of these conditions.

The genetic variations in determinants of inflammatory pathways can significantly influ-
ence the susceptibly and progression to certain steps in the inflammatory cascade thus, the 
susceptibility and progression of the disease itself. The atherosclerosis and multiple sclerosis 
are the classical examples of the polygenic complex disease, with strong inflammatory back-
ground caused by both genetic and environmental factors.

Genetic epidemiology approach in investigation of human complex diseases

Determination of genetic risk factors for susceptibility and progression of human complex 
diseases represents a main challenge for modern medicine and molecular genetics. In last 
few years the great breakthrough in molecular genetics methodology, as well as in new di-
agnostic and imaging procedures made complete workflow of investigation of such diseases 
more accurate and efficient. The more precise estimation of health risk and the efficiency of 
therapy, on our way toward personalized medicine, are ultimate goals of molecular medi-
cine.

Genetic epidemiology represents the study of the role of genetic factors in determining 
health and disease in families and in populations, and the interactions of such genetic factors 
with environmental factors. 
Since the discovery of PCR (polymerase chain reaction)13, 14 for which is Nobel Prize were 
given to Karl Mullis in 1993., and its application in amplification of DNA fragments by 
thermostable polymerase15 it became possible to widely investigate the association of dif-
ferences in DNA primary structure with disease development. It changed the focus of the 
research and the variations in genetic structure and its association with disease become one 
of the primary goals in analysis of multifactorial polygenic diseases. Demographic and pop-
ulation differences set as necessity investigations in different populations and confirmational 
studies for the results obtained in the other ethnical or demographic group. 

The markers of genetic variability, gene polymorphisms are the main genetic epidemiology 
tool in association studies. It is estimated that in human genome there is about 10 millions of 
single nucleotide polymorphisms (SNP) with minor allele frequency >1%16,17, which repre-
sents more than 90% of human genome variability. 

The concept of the association studies requires determination of the genetic variation (SNP) 
and its minor allele frequency in the healthy control population of the same ethnic origin 
as study group. The next step is detection of the same polymorphism variant in the group 
of patients from the same population and investigation of the association with disease. The 
measure of the strength of association between genotypes and/or haplotypes and disease, 
in this review it is atherosclerosis is expressed in terms of OR and 95% confidence interval 
(CI). Multiple regression analysis is usually used to determine the influence of modifying 
factors on susceptibility to complex, multifactorial diseases. Association studies of this type 
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have good prospects for dissecting the genetics of common disease, but they currently face a 
number of challenges, including problems with multiple testing and study design, definition 
of intermediate phenotypes and interaction between polymorphisms. Virtually all the asso-
ciation studies have been performed through hypothesis-driven research and candidate gene 
approaches. On the other hand, the trend in human complex disease genetics is shifting more 
and more towards hypothesis-generating genome-wide association studies (GWAS). GWAS 
for common diseases have been successful at identifying novel SNP variants in unexpected 
genes, but they have come up mostly with common variants of modest effects, which cannot 
explain more than a minimal fraction of heritability.

The final aim of all type of genetic association studies is to improve disease prevention by 
inclusion of genetic risk factors in calculation of the disease risk score.

Chemokines and Citokines

Adhesion of leukocytes to endothelial cells, either in blood vessel or blood brain barrier, 
and their subsequent transmigration are important steps in the initiation of the inflammatory 
process leading to the development of tissue damage. The monocyte chemoattractant mol-
ecule (MCP-1 or CCL2), fraktalkine (CX3CL1), CXCL16 and P-selectin ligand (PSLG-1) 
are among the most important molecules included in the first inflammatory events in e.g. 
atherosclerosis: monocyte recruitment and rolling, adhesion to endothelium and infiltration 
to vascular wall. 

Figure 1. Key events and molecules involved in inflammatory cascade in atherosclerosis.

It has been reported that polymorphism A/G at position –2518 upstream the major transcrip-
tion site of the MCP-1 gene, influence the promoter activity and level of MCP-1 gene ex-
pression in response to an inflammatory stimulus in vitro, and correlates with individual dif-
ferences in monocyte MCP-1 production in dose dependent manner18. This polymorphism is 
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the most investigated one in the gene for MCP-1, not only in atherosclerosis but in various 
inflammatory diseases. In the study in patients with carotid atherosclerosis in Serbia, we 
didn’t find its association with susceptibility to disease, but the mRNA expression in athero-
sclerotic plaque tissue was abundantly present and significantly higher compared to the con-
trol arteries19. The results of other studies also point out the association of polymorphism in 
MCP-1 with circulatory levels of the protein and the gene expression18,20,21, rather that with 
disease susceptibility. Recent findings confirmed the previously suggested therapheutic po-
tential of MCP-1 in atherosclerosis22 by showing the –2518A/G allele dependent response to 
reductions in high-sensitivity C-reactive protein levels23.

Among the number of chemokines we chose to discuss two of them with very unique 
functional properties, fraktakline and CXCL16. They act as both chemokine and adhesion 
molecules24-26, and each of them interact with its’ single chemokine receptor (CX3CR1 and 
CXCR6, respectively). 

The most interesting genetic variations in these chemokine/receptor complexes represent the 
variants that are implicated in the alterations in receptor binding affinity or adhesion process. 
These are SNPs V249I (rs3732379) and T280M (rs3732378) in fraktalkine receptor coding 
sequence27 and SNPs I123T (rs1050998) and A181V (rs2277680) in exon 4 of the CXCL16 
gene28. The SNPs in fraktalkine receptor are studied previously, mostly in coronary artery 
disease29, but the studies about CXCL16 gene variations are scarce.

One of the ways to bioinformaticaly predict of the effects that variations in the DNA could 
have on ligand/receptor interaction is by the informational spectrum method (ISM) as an es-
tablished sequence analysis method30. Our group used this method to predict the effects that 
CX3CR1 sequence variations (V249I and T280M) could have on CX3CR1-CX3CL1 interac-
tion and CXCL16 sequence variations (I123T and A181V) could have on CXCR6-CXCL16 
interaction. The ISM analysis of CX3CR1 protein sequence variations’ revealed that, out of 
three common protein (haplotype) variants, the I249 T280 protein variant could have signifi-
cantly different interaction with CX3CL1 in comparison to wild-type, V249 T280. The same 
haplotype was found to be significantly protective for switch to secondary progressive form 
of multiple sclerosis31. The ISM analysis showed significantly different effects of CXCL16 
haplotypes I123A181 and T123V181, and opposite effects of the sole rare alleles, T123 and 
V181 on CXCL16-CXCR6 interaction32. These results should be experimentally confirmed 
which is under ongoing study in both patients with multiple sclerosis33 and atherosclerosis34. 
Still, previous functional study revealed that CXCL16 protein variants corresponding to these 
two common haplotypes differed by presence/absence of adhesive property35. 

Another major molecule that mediates leukocyte-endothelium and platelet-endothelial inter-
actions36-38 and might contribute to thrombosis/inflammation is P-selectin ligand (PSGL-1), 
the counter-receptor for P-selectin on myeloid cells and stimulated T lymphocytes. The cod-
ing genetic variant Met62Ile in the PSGL-1 gene was independently associated with PSGL-1 
levels. The carriers of haplotype containing Ile allele had significantly increased levels of 
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PSGL-139. Recently, our group found that the Ile/Ile homozygotes had significantly higher 
CRP levels compared to the other genotypes as well as the sex-differential association of 
Met62Ile with advanced carotid atherosclerosis (female patients had Ile allele dose-depend-
ent association with the carotid plaque presence)40. It is conceivable that the genotype asso-
ciated with higher PSGL-1 levels could be associated with higher inflammatory parameters, 
such as CRP. Also, there is a possibility of the linkage of Met62Ile polymorphism with an-
other polymorphism, which influence CRP levels. The CRP, is a systemic marker of inflam-
mation that predicts future cardiovascular risk41,42. It is interesting that family and twin stud-
ies suggest that additive genetic factors that account for the variance in plasma CRP levels 
are different in Europeans, from 25%–40%43-45 and in African-Americans, about 45%46.

Recent large genome-wide association studies (GWASs) conducted on Europeans and Japa-
nese have identified approximately 20 CRP-associated genetic47-50. Many of these genes 
involve pathways related to innate immunity (these are CRP, IL6R, IL6, NLRP3, IL1RN). 
Many of them showed consistent patterns of association with CRP in African-American and 
Hispano-American women, but the new locus have been identified as associated with CRP 
in United States minority populations, a common TREM2 variant. This is a nice example of 
a genetic variant associated with certain phenotype but specific to populations of particular 
descent, e.g. African51. 

Most of the CRP as well as fibrinogen production is driven by interleukin 6 (IL-6) the 
pleiotropic cytokine, which is the major inducer of acute-phase response. The IL-6 pro-
tein levels are highly heritable and may be under significant genetic influence52, although 
several factors may confound this relationship, including physical activity and metabolic 
alterations53. The IL6 gene has a number of common SNPs; the most studied is the G to C 
base change at position -174 in the promoter region54. We didn’t find the association of this 
polymorphism with onset of either carotid atherosclerosis (our unpublished data) or kidney 
damage after acute infections in children55. Recent data suggest that blockade of IL-6 recep-
tor (IL6R), which is expressed on monocytes, hepatocytes, and endothelial cells 56, actually 
has anti inflammatory actions, that extend beyond reductions in C-reactive protein and fi-
brinogen concentrations57,58. On the basis of most recent genetic evidence in humans, IL6R 
signaling seems to have a causal role in development of coronary heart disease. The IL6R 
SNP (rs7529229) was associated with increased circulating log interleukin-6 concentration, 
reduced C-reactive protein and fibrinogen concentrations as well as decreased odds of coro-
nary heart disease events59. IL6R blockade could provide a novel therapeutic approach to 
prevention of coronary heart disease as well as similar inflammatory disease.

Renin-Angiotensin System (RAS)

The special place in inflammatory actions belongs to Angiotensin II (Ang II), the main pep-
tide hormone of the renin–angiotensin system (RAS), which acts through the AT1 receptor 
(AT1R) and AT2 receptor (AT2R). It is likely to act as an inflammatory mediator through 
different mechanisms. It has been shown to have a proinflammatory effect on leukocytes, 
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endothelial cells, and vascular smooth muscle cells60, and is well known to induce leukocyte 
recruitment to the vessel wall, which is a hallmark of the early stages of atherosclerosis 
and several hypertensive diseases61. Also, Ang II causes endothelial dysfunction by induc-
ing cytokine and chemokine secretion. AT1 receptors for Ang II have recently been found 
on circulating neutrophils62. The renin-angiotensin system could serve an important role in 
promoting inflammation63-64. Recently it has been shown that Ang II regulates the expression 
of adhesion molecules, CD62L on human neutrophils, through AT1R. This suggest role of 
RAS in migration of leukocytes, during the acute inflammation, from the blood to sites of in-
flammation, and attachment of this cells to the endothelium at sites of inflammation65. Also, 
it has been described that the CD62L density on lymphocytes and monocytes/macrophages 
was significantly lower in hypertensive patients than in normotensives66,67. Ang II has been 
detected also in peripheral tissues (such as aortic tissue), suggesting possible role of the local 
renin-angiotensin system in atherosclerosis68. Both local and circulating Ang II exerts their 
activities through the binding to AT1R or AT2R. AT1R is widely expressed on different cell 
types involved in atherosclerogenesis69. AT2R are ubiquitously expressed in fetus and dra-
matically fall in the first few hours after birth70, except in some pathological states possibly 
associated with inflammation71,72. 

The major RAS components, angiotensin-converting enzyme (ACE), AT1R and ATR2 were 
investigated on genetic level, mainly in cardiovascular phenotypes. The ACE gene has func-
tional insertion/deletion (I/D) polymorphism of a 287 bp Alu sequence within intron 1673. 
The ACE DD carriers have higher local levels of ACE and that genotype may have a more 
pronounced effect due to higher Ang II on atherosclerosis and inflammatory processes in hu-
man73-77. A silent polymorphism (+1166 A/C) in the human AT1R gene has been associated 
with cardiovascular disease, possibly as a result of enhanced AT1R activity78. Because this 
polymorphism occurs in the 3'-untranslated region of the human AT1R gene, the biological 
importance of this mutation has always been questionable. The AT1R and miR-155 are co-
expressed and that miR-155 translationally represses the expression of AT1R in vivo79. The 
C1166 allele is more frequent in atherosclerotic phenotype78,80-82. The molecular mechanisms 
underlying the regulation of AT2R expression are still waiting to be completely resolved. 
The human AT2R gene consists of two short noncoding exons, two introns and exon 3, 
which contains the complete protein coding region83. The AT2R transcripts with exon com-
position 1/2/3 and 1/3 have been observed in human heart and human failing heart84,85. It is 
not clear if intronic A/G polymorphism in AT2R at position −1332 /+1675 86 might affect 
alternative splicing of human AT2R gene87, or not (7288,). It also mediates proliferation, 
neointimal formation, wound healing and collagen synthesis89-92 and affects inflammatory 
infiltration71,91,93. The expression of AT2R mRNA in human epithelial cells during inflamma-
tion in respect to genotypes was established for the first time72. 

Besides the well known important role of RAS molecules and genes in athero sclerosis75,76,82,94,95 
RAS mediates inflammation, participates in T-cell stimulation by certain antigenic peptides 
and influences the permeability of the blood–brain barrier96. Macrophages and microglial 
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cells play a central role in the pathogenesis of MS mediating phagocytosis and destruction 
of myelin. The angiotensin-converting enzyme (ACE) is released from macrophages during 
inflammation. The myelin fragments released during inflammatory demyelization could be 
potential mechanism of ACE induction in MS96. The AT1R is expressed on T cells and mac-
rophages, and Ang II induces a Th1 shift via stimulation of the ATR197.

Detection of high levels of expression of AT1R in CNS-resident cells (astrocytes, microglia, 
and neurons) in EAE was demonstrated and a new role of AT1R during CNS neuroinflam-
mation was suggested98. Previously, same group and others had shown that AT1R is also 
expressed by infiltrating macrophages and epithelial cells, and it is highly upregulated in the 
murine and human CNS during neuroinflammation99,100. AT1R is expressed on both T cells 
and antigen presenting cells (APC)101. We investigated both, AT1R and AT2R gene poly-
morphisms in MS patients from Serbia and found the association of AT2R polymorphism 
-1332A/G, located on X chromosome, with susceptibility to MS in females102. 

Matrix metaloproteinases (MMPs)

We previously mentioned the endogenous proteases, matrix metaloproteinases (MMPs), which 
plays very important role in inflammatory disease. Remodeling of the extracellular matrix 
(ECM) and cell surface by matrix metalloproteinases (MMPs) is an important function of 
monocytes and macrophages, the main inflammatory cells. Classical macrophage activation 
selectively up-regulates several MMPs in vitro and in vivo and down-regulates tissue inhibitor 
of MMPs-3 (TIMP-3), whereas alternative activation up-regulates a distinct group of MMPs 
and TIMP-3103. The polymorphisms in genes that code for MMPs have been investigated dur-
ing last ten years in many different diseases. As the most important up to date were considered 
MMP-1, -2, -3, -9. Predominantly chosen for the association studies were promoter polymor-
phisms, which afects the promoter activity and influence gene expression. The -1607G/2G in 
MMP-1104,105, 5A/6A in MMP-3106, -1562C/T in MMP-9107 were the most investigated ones. Our 
group investigated these polymorphism in carotid atherosclerosis. We found the −1607 G/2G 
polymorphism solely and in specific haplotypes of three analyzed MMP-1 promoter polymor-
phisms were significantly associated with occurrence of carotid plaques in Serbian population. 
Moreover, all of the observed associations were independent of other significant risk factors108. 
Also, the genotypes with 6A allele of 5A/6A polymorphism in MMP-3 gene had significantly 
higher susceptibility to carotid atherosclerosis109. The MMP-9 -1562C/T polymorphism was 
not associated with carotid atherosclerosis110. The results, which are in acordance with other 
findings in this filds imlicate that the lower function MMP allele is significantly associated 
with atherosclerosis. The new data sugest that in case of some polymorphisms, like 5A/6A 
in MMP-3 the allele scpecfic regulation of MMP-3 gene by transcription factor NFkappaB 
exist111. It is a promising finding toward the use of SNPs in prediction of processes in human 
diseases, as we know the wide and important actions of NFkappaB in inflammation. 

Among first studies of association of MMPs gene polymorphisms in MS were studies per-
formed in patients with MS from Serbia. We found significant association with susceptibil-



123

ity to MS for MMP-9 -1562C/T polymorphism in females112, and association of MMP-3 
6A/6A genotype, the same allele which was the risk factor for advanced atherosclerosis, 
with disease severity113. The conceptual value of these studies is the fact that some important 
polymorphism, e.g. 5A/6A was never studied in GWAS studies. This, similarly to ApoE or 
ACE gene polymorphisms, was not present on the commercial microarray SNP chips, which 
were mainly used in these studies. The reason is that some polymorphisms are the insertion/
deletion or genotype contains more than one SNP. Thankfully to existence of some of the 
free access data bases we can perform that kind of check-up. The T1D base is one of those, 
primarily focused on the genetics and genomics of type 1 diabetes susceptibility (T1D), but 
enriched with the results of GWAS-es in other inflammatory diseases such as MS and celiac 
disease114. 

Inhibition of inflammation 

Inhibitors of ACE (ACEI) and antagonists of the AT1R (ARB) are widely used drugs, pre-
dominantly in the treatment of hypertension, myocardial infarction, and stroke. The pharma-
cological blockade of the RAS has positive influence on clinical outcomes of patients with 
cardiovascular diseases independently of the blood pressure lowering effect.
It exerts potent antiatherosclerotic effects, not only through the antihypertensive pathway but 
also through anti-inflammatory, antiproliferative, and antioxidant properties. These drugs 
have further been shown to reduce end-organ damage in the heart, kidneys and brain. Block-
ing of Ang II production with ACE inhibitors or inhibition of Ang II signaling with AT1R 
blockers suppressed autoreactive TH1 and TH17 cells99. Besides in immune cells, Ang II was 
identified as a paracrine mediator, sustaining inflammation in the CNS in the EAE mouse 
model of MS via TGF-β. Aplication of AT1R antagonists, frequently prescribed in treatment 
of atherosclerosis may be useful to interrupt this proinflammatory, CNS-specific pathway in 
individuals with MS98. Molecular mechanisms underlying the protective effects of ARBs on 
the postischemic brain could, also, include the suppression of inflammation115,116. 

Gene expression (mRNA) and gene regulation (miRNA) in chronic  
inflammatory human disease

Circulating monocytes of human blood can be divided into at least two major populations accord-
ing to their surface expression of CD14 and CD16. The CD14++CD16- monocytes (amount-
ing to 80% of blood monocytes) described as ’classical’ and macrophagelike CD14+CD16++ 
monocytes (10% of monocytes ’non-classical’,). These monocyte subsets differ in their chem-
okine and receptor expression and features. According to that two distinct mechanisms of 
recruitment and functions could exist in atherosclerosis and inflammation117-120. Investigated 
mRNA revealed different expression profiles. Approximately 270 genes in humans and 550 
genes in mice were differentially expressed between two subsets of monocytes121. Other differ-
ences included a prominent peroxisome proliferator-activated receptor gamma (PPARgamma) 
signature in mouse monocytes, which is absent in humans, and strikingly opposed patterns 
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of receptors involved in uptake of apoptotic cells and other phagocytic cargo between human 
and mouse monocyte subsets121. In MS patient population high heterogeneity was observed in 
terms of disease course and treatment response. Transcriptional profile of mRNA generated 
from peripheral blood mononuclear cells was investigated and two subsets of MS subjects 
were found among untreated subjects. One of the two subsets of subjects was distinguished by 
higher expression of molecules involved in lymphocyte signaling pathways, and that subjects 
were more likely to have a new inflammatory event122.

MicroRNAs (miRNAs) are a family of highly conserved, small noncoding RNAs that post-
transcriptionally repress gene expression via degradation or translational inhibition of their 
target mRNAs. Functionally, an individual miRNA is important as a transcription factor be-
cause it is able to regulate the expression of its multiple target genes. In addition, other genes 
may also be regulated indirectly by miRNAs. It is therefore not surprising that miRNAs 
could be the pivotal regulators in nearly all physiological and pathological processes123,124. 
MicroRNAs (miRNAs) have recently been discovered to be regulatory modulators of gene 
expression125. MiRNAs bind to the 3′ UTR of target mRNA through base pairing, resulting 
in target mRNA cleavage or translation inhibition123. On average each miRNA regulates 
about 200 genes, and the outcome of regulation is cell state and type specific126. It is there-
fore not surprising that miRNAs could be the pivotal regulators in nearly all physiological 
and pathological processes123,124. Their dysregulation has been associated with many diseas-
es. Molecular analysis of plaques, lipid accumulation and inflammation in atherosclerosis 
can be performed at different levels such as for instance proteomics, lipidomics, or RNA 
analysis127,128. With respect to RNA analysis, the discovery and use of miRNAs may yield 
new diagnostic and even therapeutic options. Recent extensive studies have demonstrated 
that different miRNAs are highly expressed in vascular wall, and their expression or func-
tion are dysregulated in diseased vessels. Thus, miRNAs are found to play important roles in 
atherosclerosis initiation and progression via regulating key vascular cellular events through 
their target genes129. 

MS plaques are more complicated for analysis, as they are in brain, so more comprehensive 
analyses were driven in circulating blood cells. The expression pattern of miRNAs in circu-
lating human classical and non-classical monocytes has been investigated recently130 Moreo-
ver, by comparing miRNA expression in atherosclerotic plaques to healthy arteries several 
miRNAs have been found to be aberrantly expressed, with the majority of miRNAs display-
ing a two-fold or higher increase in plaques and only few miRNAs being decreased. Several 
miRNAs were found in atherosclerotic plaques but not in healthy vessels or either monocyte 
subset. The finding of low expression of miR-miR-155 (identified in non-classical monocytes) 
in blood monocytes was observed in this and other study131, which is in accordance with our 
unpublished findings in carotid atherosclerosis and MS (unpublished results). The transcrip-
tome analysis of currently known miRNAs, using microarray technology, was done in pe-
ripheral blood samples of treatment naive MS patients and controls. They found that in all 
MS subtypes miR-17 and miR-20a, were significantly under-expressed132. MiR-155, a typical 
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multifunctional miRNA, has been found to be involved in numerous biological processes in-
cluding haematopoiesis, inflammation and immunity133. In fact, one of the earliest described 
miR-155 targets is AT1R79,134. It was shown that AT1R and miR-155 were co-expressed in ECs 
and VSMCs, and miR-155 translationally repressed the expression of AT1R in vivo. A silent 
polymorphism (-1166 A/C) in the human AT1R had long been associated with cardiovascular 
disease, probably mediated by enhanced AT1R activity. Interestingly, the presence of the -1166 
C-allele disrupted a miR-155 target seed region, impeding miR-155-mediated down-modula-
tion of AT1R expression, thus allowing for increased pathological bioactivity of Ang II79. Our 
unpublished results in inflammatory core of carotid atherosclerotic plaque are in line with 
these findings. The recent study identify that endothelial miR-155 and miR-221/222 regulate 
endothelial inflammation and migration in response to inflammatory stimulation by Ang II135. 
Also there was evidence of circulating level of miR-155 that was significantly down-regulated 
in patients with coronary artery disease compared with healthy controls136. These data suggest 
that miR-155 and miR-221/222 play a protective role as a molecular safeguard against inflam-
mation in atherosclerosis. Also, another miRNAs could be regulatory in endothelial inflamma-
tion in response to inflammatory stimulation. Significant increase of miR-27 expression was 
observed in the serum samples of atherosclerosis patients 137. The expression of miR-27 in sera 
of atherosclerosis patients was positively correlated with fontaine stages, and miR-27 with dif-
ferent stages of atherosclerosis tells us that they may, at least in part, reflect the progression of 

Figure 2. Summary of miRNAs implicated in endothelial inflammation upon stimulation with 
AngII. Inflammatory stimuli can activate the IjB/NF-jB signaling pathway, which regulates the ex-
pression of E-selectin, ICAM-1, VCAM-1, MCP-1, MMPs and P-selectin. MiR-155 can regulate en-
dothelial inflammation by co-targeting Ets-1 and AT1. Ets-1 was also identified as a target of miR-
221/222. Inflammatory stimuli induce transcription factor Ets-1 expression, which in turn activates 
transcription of downstream pro-inflammatory mediators VCAM-1, MCP-1 and MMPs. 
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atherosclerosis. These results demonstrated that the serum levels of miR-27 can serve as risk 
factors or diagnostic markers for atherosclerosis137,138. In addition, most evidence suggests that 
miR-27 family may be a genuine proatherogenic-gene and that it may play an important role in 
the regulation of angiogenesis, adipogenesis, inflammation, lipid metabolism, oxidative stress 
and insulin signaling. Although the function of miR-27, especially its role in atherosclerosis, 
has not been extensively studied, there is a good reason for us to propose the further research 
of miR-27 in inflammatory diseases.

Inflammation and senescence

New findings suggest the shared pattern between immunity, inflammation and senescence. 
GWAS have identified a host of susceptibility SNPs associated with many important human 
chronic diseases, including inflammatory diseases and disease associated with aging. Per-
formed meta-analysis of human GWAS revealed that 10 SNPs were significantly enriched for 
susceptibility to multiple diseases, 5 of which formed two highly significant peaks of disease 
association. These SNPs mapped to the Major Histocompatibility (MHC) locus on 6p21 and 
the INK4/ARF (CDKN2a/b) tumor suppressor locus on 9p21.3. The SNPs at these gene loci 
are previously implicated in disease pattern of MS and atherosclerosis139. These loci contain 
genes linked to either inflammation or cellular senescence pathways, and SNPs near regula-
tors of senescence were particularly associated with disease of aging (e.g., cancer, athero-
sclerosis, type 2 diabetes). This analysis suggests that germline genetic heterogeneity in the 
regulation of immunity and cellular senescence influences the human health span. The 9p21 
locus can be considered the most robust genetic marker of coronary artery disease today and 
shown associations with a number of additional cardiovascular disease traits, suggesting a 
more general role in vascular pathology. Lack of association with common cardiovascular 
risk factors, such as lipids and hypertension, indicated that the 9p21 locus exerts its effect 
through a completely novel mechanism. The ANRIL is a newly discovered non-coding RNA 
lying on the strongest genetic susceptibility locus in the 9p21 chromosome region. The role 
of this non-coding RNA in atherosclerosis progression is still poorly understood. Different 
splicing variants of ANRIL might have distinct roles in cell physiology. Results of recent 
study suggest that ANRIL splicing variants play a role in coordinating tissue remodeling, by 
modulating the expression of genes involved in cell proliferation, apoptosis, extra-cellular 
matrix remodeling and inflammatory response to finally impact in the risk of cardiovascular 
disease and other pathologies140. Also, recently, differential expression of antisense noncod-
ing RNA in the INK4 locus (ANRIL/CDKN2BAS) was observed suggesting that ANRIL 
might constitute a regulator of epigenetic modification141 The INK4b-ARF-INK4a locus is 
regulated by Polycomb repressive complexes (PRCs), and its expression can be invoked by 
activating signals. Other epigenetic modifiers such as the histone demethylases JMJD3 and 
JHDM1B, the SWI/SNF chromatin remodeling complex and DNA methyltransferases regu-
late the locus interplaying with PRCs 142. There is also data that the INK4/ARF locus could 
have distinct higher-order chromatin signature in those senescent cells143. SNPs within the 
atherosclerotic risk interval may regulate ANRIL splicing and circular ANRIL (cANRIL) 
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production. These results identify novel circular RNA products emanating from the ANRIL 
locus. They suggest that causal genetic variants at 9p21.3 regulate INK4/ARF expression 
and atherosclerotic risk by modulating ANRIL expression and/or structure. However, only 
the expression of ANRIL isoforms containing exons proximal to the INK4/ARF locus cor-
related with the atherosclerosis risk alleles144. 

Also, in human vascular endothelial cells, interferon-γ activation strongly affects the struc-
ture of the chromatin and the transcriptional regulation in the 9p21 locus, including STAT1-
binding, long-range enhancer interactions and altered expression of neighboring genes145. 
It is known that dysregulation of interferon responses may be one of the early events that 
contribute to the onset of MS146. Upregulation of interferon responses has been noted not 
only in a subset of MS subjects, but also in subjects with other inflammatory diseases and 
may reflect a shared feature of autoimmunity. Autoimmune basis of atherosclerosis was also 
suggested through IFNγ and Th1-driven immune responses that are also detrimental147-149. 

These findings establish a link between genetic susceptibility to various diseases and the 
response to inflammatory signaling, thus demonstrate the utility of genome-wide association 
study findings in directing studies to novel genomic loci and biological processes important 
for disease etiology.

Conclusion and Perspectives

The interesting is that today become obvious that intersection between atherosclerosis, most 
common of all of the human chronic inflammatory diseases and autoimmune inflammatory 
chronic diseases like MS, may go far beyond the root ’’sclerosis’’, which is shared in both 
their names. This should be the guidelines for further research. 

Tissue damage evokes an inflammatory response that promotes the removal of harmful stim-
uli, tissue repair, and protective behaviors to prevent further damage and promote healing. 
However, inflammation may outlive its usefulness and become chronic. Chronic inflamma-
tion can lead to a host of diseases. So research of genes coding for some molecules with dual 
function in chronic inflammation, such as TRPA1, could be promising in prevention and 
treatment of the diseases. TRPA1 has dual function as a detector and instigator of inflam-
matory agents which makes it gatekeeper of chronic inflammatory disorders150. Also, some 
epigenetic modification caused by environmental stimuli could result in changes of gene 
stability or in gene expression which is also component of genetic basis of inflammation. 
Inflammation may cause aberrant DNA methylation151. Hodge et al. 152 have demonstrated 
that the inflammatory cytokine IL-6 might exert an impact on epigenetic changes in cells 
via regulation of a DNA methyltransferase gene. In accordance, it was demonstrated that 
global DNA hypermethylation was associated with inflammation and increased mortality in 
CKD153. There is also evidence of a relation between hyperhomocysteinemia and DNA hy-
pomethylation, longitudinal studies are needed to resolve the complex interactions between 
aberrant DNA methylation, B vitamins, homocysteine, inflammation, and outcome in the 
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context of uremia. Epigenetic DNA modifications are potentially reversible by interventions 
with, for example, folate in man154. So, there is a possibility that future therapies directed at 
modifying the epigenome may have favorable effects on various outcomes during chronic 
inflammation.
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